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ABSTRACT: Performance degradation is unavoidable in server systems and this is because of factors such 
as shrinkage of system resources, data corruption, and numerical error accumulation. The resource shrinkage 
leads to the system failure due to the error propagation. Thus the resource prediction is useful to the 
administrator of the system so that an accidental outage can be avoided. It has been observed in past that 
most of the failures occur due to the exhaustion of free physical memory, so here free physical memory of a 
server consolidation setup is observed. It is also found that most of the studies in this direction were using the 
measurement-based approach with time series models for prediction. This paper reviews the effectiveness of 
such models and it examines whether volatility is present in the data or not. It checks whether Gauss-Markov 
assumptions about homoscedasticity holds good for the ordinary least square estimators of such models or 
not. This paper applies a combination of AutoRegressive Integrated Moving Average - AutoRegressive 
Conditional Heteroskedastic (ARIMA-ARCH) model to predict resource usage. Experimental results 
demonstrate that the goodness of fit of the ARIMA-ARCH Model has improved when compared to the linear 
ARIMA model.  
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1. INTRODUCTION 
 

Resource usage prediction is essential in a 
server virtualized system because Virtual 
Machines (VMs) use resources on demand. The 
other reason why resource prediction is important 
because of the progressive performance 
degradation of long running server systems. 
Performance degradation is due to operating 
system's resource shrinkage [4] .The most common 
causes for performance degradation include 
memory resource leakages, file descriptors which 
are not released and errors which occur during 
numerical approximation. From [1],[2],[3], it is 
found that memory exhaustion contributes majorly 
to the system failure due to resource shortage. This 
is the reason why the free available memory has 
been chosen in the proposed work for the detailed 
analysis of resource prediction. 

 Here a virtualized server system is used to 
collect the free available memory. The reason for 
selecting server virtualized system is due to the 
increased popularity of cloud computing, and the 
resource allocation in such system is dynamic in 
nature. The dynamic nature of allocating resources 
in server virtualized system makes resource 
prediction more challenging. There are two types 
of server virtualization which are most commonly 
used, the first one is the full virtualization and the 
second one is the paravirtualization. The full 
virtualization is popular among both because it 

offers better isolation and security for VMs, and 
simplifies migration and portability. Another 
advantage is that full virtualization avoids the extra 
layer of abstraction as in the case of 
paravirtualisation. 

It is common to use time series models to 
predict the dynamic behavior of the resource usage. 
The leading choices are linear models like 
AutoRegressive (AR) models, Moving Average 
(MA) models, AutoRegressive Moving Average 
(ARMA) and AutoRegressive Integrated Moving 
Average (ARIMA) models. These models are 
successful in places where resource usage do not 
show nonlinear dynamic patterns like asymmetry, 
frequency amplitude dependence and volatility 
clustering. In this paper, resource usage data shows 
volatility clustering both at the beginning and at 
the beginning and at the end of system's lifetime. 
This dynamic nature of the data prompted us to use 
volatility model for resource prediction. 

The major contribution of the paper lies in the 
fact that it is the first work on using 
AutoRegressive Integrated Moving Average - 
AutoRegressive Conditional Heteroskedastic 
(ARIMA-ARCH)  model to analyze the resource 
usage data of any system. Most of the previous 
work in this area using the time series model never 
considered the heteroscedastic nature of data or the 
clustered volatility of the data which is prevalent. 
Another worth point to be noted is that no such 
study has happened before on the server 
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consolidated system. The proposed model has 
reduced prediction error 55 times when compared 
to ARIMA model. 

 
2. RELATED WORK  
 

Next paragraphs discuss the merits and 
demerits of the previous work in this area. It is 
clear that none of the works in this area studied 
about the volatility and structural change of the 
data. Moreover, the Gauss-Markov assumptions 
about Ordinary Least Square (OLS) estimators 
have violated in many cases.  

 Lei Li et al. [5] used time-series analysis 
methods for identifying software performance 
deterioration. Apache web server system, a Linux 
system status monitoring tool, and a web server 
workload generator were used in the Experiment. 
Linear Regression and Sen's slope estimation 
methods were used to detect an aging trend. An 
autoregressive exogenous (ARX) model was used 
to estimate the usage of system resources and the 
result is compared with a linear regression model's 
estimation. The non-linear nature of the data was 
not taken into consideration. The goodness of fit of 
the ARX model was not discussed in this paper.  

Hoffmann et al. [6] integrated the best practices 
from the experiences of two different studies; the 
first study was on how the selection of variables 
contributes more to model quality than selecting a 
particular modeling technique. In the second study, 
they compared five linear and non-linear models 
and found that the superiority of non-linear model 
was not always significant while comparing the 
model complexity. They proposed a coherent 
approach by integrating the goodness of the above 
studies. The main lacuna in this paper is that it 
stands as a guideline rather than as an effective 
methodology.  The results for call availability 
prediction of an industrial telecommunication 
system were presented at the end of the paper. The 
paper did not discuss the adequateness of the 
model for the results presented.  

Yongquan Yan et al.[7] proposed a hybrid 
model that combines autoregressive integrated 
moving average (ARIMA) and artificial neural 
network (ANN) to improve the prediction accuracy 
of resource consumption of an IIS web server 
which suffered from software aging problems. 
Their assumption was that the error term was 
nonlinear in nature and they  used the ANN to 
model it. This paper did not discuss the goodness 
of the fit for the linear component using ARIMA 
model and further authors did not throw light on 
the residual analysis.  

Araujo et al. [8] proposed a method which 
depends on multiple thresholds for ensuring a safe 
scheduling of rejuvenation actions. This method 
ensured that there will be minimal interference on 

system’s performance due to time series 
computation. The experiments were conducted 
using the Eucalyptus cloud computing framework 
and thus they proved the efficacy of the method. 
The time series trend analysis was done and 
compared actual virtual memory utilization with 
the predicted results. But their study did not 
consider the non-linearity in the data. 

 Simeonov and Avresky [9] presented a 
framework, which is used for identifying 
anomalies that lead servers to crash. Further 
authors theoretically justified their proposed 
framework. The experimental validation did not 
consider the model adequacy. Matias [10] 
presented a full factorial design of experiment to 
predict the factors which were most influential on 
apache web servers aging. They found that page 
type and page size are the primary causes for the 
memory size variation in httpd processes. Further, 
no specific model was been discussed by the 
authors. 

It is clear from the related work that the most 
popular model among the researchers studying the 
resource exhaustion is time series models. The 
reason is quite obvious because the resource 
utilization is collected against the time which 
forms a time series. It is surprising that none of the 
authors considered the clustered volatility 
generally prevalent in such data. 
 
3. PROPOSED METHODOLOGY 

 
The major problem identified during the 

literature survey is that none of the previous works 
try to address the volatility in the system resource 
data. This study focuses on modeling volatility in 
the time series data. The structure of the volatility 
model can be described as 
𝑥𝑥𝑡𝑡 =  𝜇𝜇𝑡𝑡(𝜃𝜃) +  𝜀𝜀𝑡𝑡                                                     (1) 
𝜺𝜺𝒕𝒕 = 𝝈𝝈𝒕𝒕𝒛𝒛𝒕𝒕                                                                   (𝟐𝟐) 

  
Where 

 𝜇𝜇𝑡𝑡(𝜃𝜃) = 𝐸𝐸[𝑥𝑥𝑡𝑡 | 𝐹𝐹𝑡𝑡−1], 
𝜎𝜎𝑡𝑡2(𝜃𝜃) = 𝐸𝐸 ��𝑥𝑥𝑡𝑡 − 𝜇𝜇𝑡𝑡(𝜃𝜃)�2| 𝐹𝐹𝑡𝑡−1�, 

𝑧𝑧𝑡𝑡 ~ 𝑁𝑁(0,1). 
In Eq. (1), the time series 𝑥𝑥𝑡𝑡  is decomposed 

into a conditional mean 𝜇𝜇𝑡𝑡(𝜃𝜃) and a residual term 
𝜀𝜀𝑡𝑡 .  The conditional mean 𝜇𝜇𝑡𝑡(𝜃𝜃)  may be an 
ARIMA(p,d,q) where p is the order of the 
autoregressive terms, d is the order of differencing 
and q is the order of moving average terms.  𝐹𝐹𝑡𝑡 is 
the set of information available at time t. It may 
include the current and past values of 𝑥𝑥𝑡𝑡, current 
and past values of the residuals or any other 
variable known at time t. According to Eq. (2) , the 
residual term 𝜀𝜀𝑡𝑡 has a volatility conditional on the 
information available at time t-1 denoted by 𝜎𝜎𝑡𝑡. 𝜃𝜃  
is a vector of unknown parameters. The variable 𝑧𝑧𝑡𝑡 
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follows normal distribution with mean zero and 
variance one. The overall structure of the proposed 
methodology is shown in Fig. 1. 

 
 

 
 

Fig. 1.  Overall structure of Proposed 
Methodology 

 
3.1 ARIMA Modeling 
 
ARIMA(p,q,d) (Autoregressive Integrated 

Moving Average with orders p,d,q) is used as the  
mean process. The ARIMA(p,q,d) can be 
represented as in Eq. (3) 

�𝟏𝟏 −� ∝𝒌𝒌 𝑩𝑩𝒌𝒌

𝒑𝒑

𝒌𝒌=𝟏𝟏

� (𝟏𝟏 − 𝑩𝑩)𝒅𝒅𝑿𝑿𝒕𝒕

= �𝟏𝟏 + �𝜷𝜷𝒌𝒌𝑩𝑩𝒌𝒌

𝒒𝒒

𝒌𝒌=𝟏𝟏

�𝜺𝜺𝒕𝒕      (𝟑𝟑)  

Where 𝑋𝑋𝑡𝑡  is the time series, ∝  and 𝛽𝛽  are the 
parameters/coefficients of autoregressive and 
moving average terms with order p and q 
respectively.  𝜀𝜀𝑡𝑡 are error terms generally assumed 
to be independent, identically distributed variables 
sampled from a normal distribution with zero 
mean. 𝐵𝐵  is the difference operator defined as 
follows by Eq. (4). Where d is the order of the 
difference operator.  
∆𝑿𝑿𝒕𝒕 = 𝑿𝑿𝒕𝒕 − 𝑿𝑿𝒕𝒕−𝟏𝟏 = (𝟏𝟏 − 𝑩𝑩)𝑿𝑿𝒕𝒕                       (𝟒𝟒) 

The overview of the statistical analysis is given 
by the flowchart as shown in Fig 2. 

In order to find the series is stationary or not, 
the autocorrelation of the series has to be found out. 
Autocorrelation, also known as serial correlation, 
is the cross-correlation of a signal with itself. 
Informally, it is the similarity between 
observations as a function of the time lag between 
them. It is a mathematical tool for finding 
repeating patterns, such as the presence of a 
periodic signal obscured by noise, or identifying 
the missing fundamental frequency in a signal 
implied by its harmonic frequencies. It is often 
used in signal processing for analyzing functions 
or series of values, such as time domain signals. 

 

Fig. 2.  The flowchart for ARIMA Conditional 
Mean Modeling . 

 
The autocorrelation between time 𝑋𝑋𝑡𝑡  and 𝑋𝑋𝑡𝑡+𝜏𝜏 

is given by the Eq. (5). Where 𝑋𝑋𝑡𝑡 and 𝑋𝑋𝑡𝑡+𝜏𝜏  are the 
time series with lag τ . µ is the mean of the 
population. 𝜎𝜎𝑋𝑋𝑡𝑡 ,𝜎𝜎𝑋𝑋𝑡𝑡+𝜏𝜏 are standard deviations at the 
time t  and t τ+ . 𝜌𝜌𝑘𝑘  is the autocorrelation at lag 
k   

 

𝜌𝜌𝑘𝑘 =
𝐸𝐸[(𝑋𝑋𝑡𝑡 − 𝜇𝜇)(𝑋𝑋𝑡𝑡+𝜏𝜏 − 𝜇𝜇)]

𝜎𝜎𝑋𝑋𝑡𝑡𝜎𝜎𝑋𝑋𝑡𝑡+𝜏𝜏
                      (5). 

The sample estimate 𝑟𝑟𝑘𝑘of the same is given by 
Eq. (6). X s the sample mean and 𝑁𝑁 is the number 
samples 

𝑟𝑟𝑘𝑘 =
1
𝑁𝑁∑ (𝑋𝑋𝑡𝑡 − 𝑋𝑋�)(𝑋𝑋𝑡𝑡−𝜏𝜏 − 𝑋𝑋�)𝑛𝑛−𝑘𝑘

𝑡𝑡=1

1
𝑁𝑁 − 1∑ (𝑋𝑋𝑡𝑡 − 𝑋𝑋�)2𝑛𝑛

𝑡𝑡=1

                (6) 

From Fig. 2. it is clear that the first step is to 
plot the resource variable against time, this is to 
find any unusual observations. The next step in the 
flowchart is to plot the autocorrelation function 
and partial autocorrelation function of the resource 
usage data. This is to check whether the resource 
usage data is stationary or not. If the plot shows 
that data is non-stationary, the non-stationarity of 
the data has to be confirmed. This is done  by 
doing a unit root test. Here augmented dickey 
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fuller test [11] has been used as unit root test. Once 
the series is proved to be non-stationary then the 
series is differenced. By looking at the 
autocorrelation function (ACF) and partial 
autocorrelation (PACF) plots of the differenced 
series, one can tentatively identify the numbers of 
AR and/or MA terms that are needed. Once the 
number of autoregressive terms, the number of 
differencing and moving average terms are decided, 
parameters of the model have to be estimated. The 
maximum likelihood or least square estimators are 
commonly used to estimate the parameters. 

For Model selection, three measures of 
goodness are used Akaike information criterion 
(AIC), Akaike information criterion 
corrected(AICc), Bayesian information criterion 
(BIC) [12]. The Akaike information criterion 
(AIC) deals with the trade-off between the 
goodness of fit of the model and the complexity of 
the model. It offers a relative estimate of the 
information lost when a given model is used to 
represent the process that generates the data. AIC 
does not provide a test of a model in the sense of 
testing a null hypothesis; i.e. AIC can tell nothing 
about the quality of the model in an absolute sense. 
Given a set of candidate models for the data, the 
preferred model is the one with the minimum AIC 
value. The Eq. (7) gives the AIC measure. 

𝐴𝐴𝐴𝐴𝐴𝐴 = 2𝑘𝑘 − 2 ln(𝐿𝐿)                                       (7). 
Where k is the number of parameters and  L is 

the maximum value of the likely hood function. 
Given a set of candidate models for the data, the 
preferred model is the one with the minimum AIC 
value. 

AICc is AIC with a correction for finite sample 
sizes given by the Eq. (8) where n is the sample 
size. 

𝐴𝐴𝐴𝐴𝐴𝐴𝑐𝑐 = 𝐴𝐴𝐴𝐴𝐴𝐴 +
2𝑘𝑘(𝑘𝑘 + 1)
𝑛𝑛 − 𝑘𝑘 − 1                               (8). 

Bayesian information criterion (BIC) or 
Schwarz criterion (also SBC, SBIC) is a criterion 
for model selection among a finite set of models. It 
is based likelihood function and it is closely 
related to the Akaike information criterion (AIC).  
Both BIC and AIC resolve this problem by 
introducing a penalty term for the number of 
parameters in the model; the penalty term is larger 
in BIC than in AIC. BIC is given by the Eq. (9). 

 
𝐵𝐵𝐴𝐴𝐴𝐴 =  −2. ln(L) + 𝑘𝑘. ln(𝑛𝑛)                                 (9). 

 
3.2 ARCH Modeling 

 
 Autoregressive conditional heteroskedasticity 

models are used to characterize and model time 
series. ARCH models assume the variance of the 
current error term or innovation to be a function of 
the actual sizes of the previous time periods' error 
terms: often the variance is related to the squares 

of the previous innovations. So an 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (𝑝𝑝) 
assumes that the conditional variance 𝜎𝜎𝑡𝑡2(𝜃𝜃) is a 
linear function of the past p squared innovations 
where  𝜃𝜃  is a vector of unknown parameters which 
could be estimated by maximum likelihood 
estimators. 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 (𝑝𝑝) is given by Eq. (10). 

𝛔𝛔𝐭𝐭𝟐𝟐(𝛉𝛉) =  𝛚𝛚 +  𝛂𝛂𝟏𝟏𝛆𝛆𝐭𝐭−𝟏𝟏𝟐𝟐 + ⋯+ 𝛂𝛂𝐩𝐩𝛆𝛆𝐭𝐭−𝐩𝐩𝟐𝟐

=  𝛚𝛚 +  �𝛂𝛂𝐢𝐢𝛆𝛆𝐭𝐭−𝐢𝐢𝟐𝟐

𝐩𝐩

𝐢𝐢=𝟏𝟏

  (𝟏𝟏𝟏𝟏). 

According to Eq. 10., the conditional volatility 
is assumed as moving average of squared 
innovations 𝜺𝜺𝒕𝒕𝟐𝟐. For the model to be well defined 
and the conditional variance to be positive, the 
parameters must satisfy the following constraints: 
𝝎𝝎 > 𝟏𝟏,  and 𝜶𝜶𝒊𝒊  ≥ 𝟏𝟏, 𝒊𝒊 = 𝟏𝟏,⋯ ,𝒑𝒑 . The 
unconditional variance of innovation, denoted by 
𝝈𝝈𝟐𝟐 , is the unconditional expectation of 𝝈𝝈𝒕𝒕𝟐𝟐: 𝝈𝝈𝟐𝟐 =
𝑬𝑬[𝜺𝜺𝒕𝒕𝟐𝟐] = 𝑬𝑬[𝝈𝝈𝒕𝒕𝟐𝟐]. It can be easily shown that 𝝈𝝈𝟐𝟐 =

𝝎𝝎
𝟏𝟏−∑ 𝜶𝜶𝒊𝒊

𝒑𝒑
𝒊𝒊=𝟏𝟏

.  

This shows that the process 𝜀𝜀𝑡𝑡  is covariance 
stationary only when sum of the autoregressive 
terms less than one, i.e., ∑ 𝛼𝛼𝑖𝑖

𝑝𝑝
𝑖𝑖=1 < 1.  

 
4. RESULT ANALYSIS 

 
The resource usage data collected from the 

experimental setup discussed below is analyzed 
here. The free physical memory and swap read and 
write rates are the main focus because these 
resources are major indicators of performance 
degradation. 

 
4.1 Experimental Setup and Data Collection 

 
Experiments were done on an HP ProLaint 

ML350 G6 machine, it has two processors with 6 
cores in each processor. It has 24 logical 
processors (when hyper threading enabled). This 
Intel Xeon architecture processors work at the 
speed of 2.40 GHz. 1 TB hard disk and 16 GB 
physical memory capacity are available for the 
machine. The machine has 2 NIC cards to 
effectively manage the network traffic. 

VMware ESXi 5.0.0 is used as the 
hypervisor/Virtual Machine Monitor (VMM) in 
this experimental setup. This VMM belongs to 
type 1 VMM or this is a bare metal Hypervisor. 25 
virtual machines have loaded on top of the 
hypervisor. Virtual machines (VMs) use Ubuntu 
14.10 as the operating system. Each VM is 
configured with 4 vCPUs, 1 GB physical memory 
space, and 10 GB Hard disk space. 

The esxtop command has been used to collect 
the information about CPU usage, swap in and 
swap out rate, interrupts, context switches, 
network statistics and power usage. In this 
experiment, the memory statistics alone has been 
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used for further analysis. In this experiment, 
httpref tool is used in order to generate requests 
with constant time intervals between two requests. 
Each request accesses one specified file of size 5kb 
from the server. httpref is used not only as a 
workload generator but also used as a performance 
measuring tool.  

The memory reclamation techniques[13] in 
VMware ESXi 5.0.0 like Transparent page sharing 
(TPS), Ballooning, Hypervisor swapping, and 
Memory compression has been enabled to increase 
the dynamicity of the resource allocation, thus 
making resource prediction more challenging. 
Transparent page sharing reclaims memory by 
removing redundant pages with identical content 
while ballooning reclaims memory by artificially 
increasing the memory pressure inside the guest. 
With memory compression, ESXi stores pages, 
which would otherwise be swapped out to disk 
through host swapping, in a compression cache 
located in the main memory. Memory compression 
outperforms host swapping because the next access 
to the compressed page only causes a page 
decompression, which can be an order of 
magnitude faster than the disk access. In the cases 
where ballooning, transparent page sharing, and 
memory compression are not sufficient to reclaim 
memory, ESXi employs hypervisor swapping to 
reclaim memory. Hypervisor swapping is a 
guaranteed technique to reclaim a specific amount 
of memory within a specific amount of time. 
However, hypervisor swapping is used as a last 
resort to reclaim memory from the virtual machine 
due to limitations on performance.  

4.2 Analysis of Resource Utilization 

Fig. 3. shows the time series plot of free 
physical memory over a period of time. The data is 
collected over a period of 10 days with the time 
interval of 30 minutes. 

 
Fig. 3. Free Physical memory collected over a 

period of 250 hours. 

The memory over commitment during this 
period is kept as 4.11. The Memory 

Overcommitment during this period is shown as in 
Fig. 4. The memory overcommit is given by the Eq. 
(11). Where N is the number of VMs switched on 
and  𝐸𝐸𝐸𝐸𝑥𝑥𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑟𝑟𝐸𝐸  is the total host VMware Esxi 
memory. 

 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑟𝑟𝐸𝐸𝐸𝐸𝑚𝑚𝐸𝐸𝑟𝑟𝑚𝑚𝐸𝐸𝐸𝐸𝐸𝐸𝑚𝑚𝑚𝑚 =  
∑ 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑚𝑚𝑧𝑧𝐸𝐸𝑁𝑁
𝑖𝑖=1

𝐸𝐸𝐸𝐸𝑥𝑥𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑟𝑟𝐸𝐸 . (11) 

 
It is clear from the Fig. 3. that at the 245th hour 

the Free Memory has increased from 1900 Mbytes 
to 14000 Mbytes. From Fig. 4., there is a clear 
indication that the Memory Overcommitment (15 
Minutes Average) has decreased from 4.11 to zero, 
which clearly shows that some VMs or all VMs 
has been switched off and swapped into the 
secondary memory. It clearly gives an indication 
of thrashing. For further investigation swap read 
and write rates are plotted against time. 

 
Fig. 4. Memory Overcommit (15 Minutes 

Average) plotted against time  
 

Fig. 5. and Fig. 6. gives swap read and write 
per second respectively. 

 
Fig. 5. Swap Mbytes Read per Second against 

time 
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Fig. 6. Swap Mbytes Writes per Second against 

Time 
The huge swap read and write rates at 245th 

hour shows the free physical memory has shrunk 
to a level, where the virtualized server system has 
forced one or more VMs to virtual space of the 
hypervisor. This forced the system to fail, so this 
point is considered as the failure point of the  setup. 

 
4.3. ARIMA Mean Modelling 

 
The resource which is most vulnerable in terms 

of the crash is free physical memory because the 
system mainly crashes/hangs due to the memory 
leakage. So here the variable chosen for time series 
analysis is free physical memory. In order to find 
the series is stationary or not, the autocorrelation 
of the series has to be found out. Fig. 7. shows the 
Autocorrelogram plot of Free Physical Memory 
against Lag.  
 

 
Fig. 7. Autocorrelogram of Free Physical Memory 

 
It is clear from the Fig. 7. that all the values up 

to 25 lags are significant or above the significant 
band. This indicates a possibility of nonstationarity 
in the series which has been confirmed by the 
augmented dickey fuller test. The augmented 
dickey fuller test confirms there is no statistical 
evidence that series is stationary. That means the 
series is nonstationary. 

Before differencing the series, the partial 
autocorrelation function  has to be obtained. In 

time series analysis, the partial autocorrelation 
function (PACF) plays an important role in 
identifying the extent of the lag in an 
autoregressive model. The use of this function was 
introduced as part of the Box–Jenkins approach to 
time series modeling, whereby plotting the partial 
autocorrelative functions one could determine the 
appropriate lags p in an AR (p) model or in an 
extended ARIMA (p,d,q) model. Fig. 8. shows 
PACF of Free Physical memory. 

ACF and PACF slowly die down which gives a 
clear indication of non-stationarity, So the time 
series has to be differenced once.  The ACF and 
PACF of the differenced series show no clues of 
non-stationarity. The Augmented dickey fuller test 
was conducted again on the differenced series, to 
know whether the series is non-stationary or not. 
There is no statistical evidence of non-stationarity 
in the time series. 

From the ACF and PACF, ARIMA (0,1,1), 
ARIMA(2,1,0), ARIMA(1,1,0), ARIMA(1,1,1), 
ARIMA(1,0,0) are to be verified. These models are 
arbitrarily selected because the ACF and PACF 
gives a clue that the series is random as there are 
no significant terms in both ACF and PACF. 

 
Fig. 8 Partial autocorrelation function of free 

physical memory 
 
 

Table 1. The Goodness of Fit Measures 
ARIMA Models. 

Model AIC BIC AICc 
ARIMA(0,1,1) 7740 7741 7752 

ARIMA(2,1,0) 7742 7643 7543 

ARIMA(1,1,0) 7739. 7132 7564.1 

ARIMA(1,1,1) 7742 7432 7432 

ARIMA(1,0,0) 7732 7432 7679 

ARIMA(0,0,1) 8598 8432 8564 
 
To analyze the goodness of fit, three measures 

of goodness are used Akaike information criterion 
(AIC), Akaike information criterion corrected 
(AICc), Bayesian information criterion (BIC). The 
values of this measures are given as below in 
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Table 1. It is clear from Table 1, that none of the 
models fit the data well so the residuals of the best 
available model i.e.; ARIMA (1,1,0) has to be 
analysed.  

 
4.4 ARCH Modelling 

 
Analysis of residuals from the fitted model 

gives a clue for modification. Here one model with 
less AIC values is selected for the analysis. 
ARIMA(1,1,0) which is the best among the 
analyzed models is selected for residual analysis. 
Standardized residuals of this model are plotted as 
shown in Fig. 9. 

 
Fig. 9 Standardized Residual of ARIMA(1,1,0) 

 
Fig. 9. shows that there  is a  huge variation in 

residuals, which is the indication of 
heteroskedasticity. In order to test the normality of 
the residual quantile-quantile plot is plotted from 
the residuals of ARIMA(1,1,0) model. Fig. 10. 
shows the quantile-quantile plot of the residuals of 
ARIMA(1,1,0) model. 

Fig. 10 clearly shows that the residual series is 
not normal. It is clear from the Model diagnostics 
that the time series is heteroskedastic in nature. 

 
Fig. 10 The Q-Q Plot of Residuals from 

ARIMA(1,1,0) 
 
The ARCH  model has to be applied to the 

residuals after fitting with a linear mean model. In 
this case ARIMA(1,1,0) has been used as the mean 

model. The next step is to obtain the order of 
ARCH model. ARCH(p) model from p = 1 to 6 are 
considered to fit residual data, and the AIC and 
BIC values of these models  are listed in the Table 
2.  

Table 2.  The goodness of Fit Measures ARCH 
Models. 

Model AIC BIC AICc 
ARCH(1)  5.08 5.13 5.08 

ARCH(2)  5.08 5.15 5.08 

ARCH(3)  5.48 5.23 5.48 

ARCH(4)  5.56 5.51 5.56 

ARCH(5)  5.58 5.52 5.58 

ARCH(6)  5.59 5.63 5.59 

 
It is clear from the Table 2 that the  ARCH(1) 

has the best goodness of fit value. The goodness of 
measure has improved 1548 fold roughly when 
compared to the ARIMA(1,1,0) model. In order to 
check the accuracy of prediction, Root Mean 
Square Error (RMSE) and Mean Absolute Error 
(MAE) of ARIMA(1,1,0) and ARCH(1) Models are 
compared as shown in the Table 3. 

 
Table 3.  Comparison of ARIMA and ARCH 

Models. 
Model RMSE MAE 

 RIMA(1,1,0) 2051.6 1427.4 
ARCH(1)  37.69 37.02 

 
ARCH(1) model has reduced the error by 55 

times roughly when RMSE measure is taken into 
consideration. 

 
5. CONCLUSION  
 

The primary objective of the paper was to 
analyze prediction models of the resource usage in 
the server virtualized systems. Resource prediction 
is essential in order to predict the Time to 
Exhaustion (TTE) in any system so that the 
administrator of the system could avoid an 
accidental outage. It is also found that most of the 
studies in this direction were using the 
measurement-based approach with time series 
models for prediction. This paper reviewed the 
effectiveness of ARIMA model and it examined 
whether Gauss-Markov assumptions about 
homoscedasticity holds good for the Ordinary 
Least Square estimators  of such models. It is clear 
from the model diagnostics that the time series is 
heteroscedastic in nature. ARIMA models are not 
suitable for predicting the resource usage and to 
predict time to exhaustion  of the system. 
AutoRegressive Conditional Heteroscedastic 
model has been used to model the residuals of 
ARIMA mean process. Results show that the 
goodness of fit has improved roughly 1500 times. 
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The clustered volatility at the end and beginning of 
the time series shows that a regime switching 
model is much apt for predicting resources 
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