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ABSTRACT: This research, exploration displays the aftereffects of utilizing the blend of the multi-layer 
perceptron network system to classify Thai speech. The parameters of the training process are used in the 
mobile application to using Thai voice commands to control the model car. The PiFace interface of the 
Raspberry Pi is attached to the model car for receiving the command from mobile and control the model car. 
The 1,000 Thai voice commands of both men and ladies are used as the training set in the experiment. The 
preliminary experiments have been done to find the best possible structure of the classification model, and 
the appropriate proportion of classes in the training set. From the experiment results using 1 network for one 
voice command, the average accuracy of the classification results in the environment without noise is higher 
than 80%, which considered favorable in the speech recognition field of study. 
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1. INTRODUCTION

There are many researches using voice
command to control electronic devices [1]-[5]. One 
of the useful application, is use voice command to 
control wheelchair for some handicap person who 
not able to use hand to control the wheelchair. 
Usually, user needs to ware headphone and speak 
their command in the headphone. In this research, 
we try to utilize the mobile phone those most 
people already have one, to use as the input device. 
Anyway, most voice commands are using the 
English language, and still have problem for Thai 
people who cannot speak English fluently. The 
Thai voice command is used in this research, in 
order to facilities Thai handicap people.  

Table 1 Thai word use to control the model car. 

Thai 
word 

Pron. English 
meaning Activity of model car

ซาย Ŝāy Left Turn left 90 degrees then 
move forward 

ขวา K̄hwā Right Turn right 90 degrees 
then move forward 

หนา H̄n̂ā Front Move forward 

หลัง H̄lạng Back Turn right 180 degrees 
then move forward 

หยุด H̄yud Stop Stop moving 

The Mel-Frequency Cepstral Coefficients 
(MFCC) for speech recognition in many 
researches [6]-[8] is used as the features extraction 
in this research. Short 5 Thai words are used as the 
input to control the model car. The commands are 
displayed in table 1.  

Each word have 200 voices of both men and 
women, with various pronunciations. The details 
of the preparatory analysis are described in the 
following section including and the normalization 
method and subtle elements of the MLP structure. 
The consequences of the preparatory tests are lead 
to the general basic configuration of the 
framework, describe in overall structure section. 
Section experimental results demonstrate the Thai 
voice command classification results in various 
circumstances. The final section is the conclusion 
of the propose structure and suggestion for future 
work. 

2. THE PRELIMINARY EXPERIMENT

The feature extraction process in speech
recognition is techniques for converting an analog 
signal to the digital signal. In processing for 
converting MFCC algorithm has a quality point, 
with a particular deciding objective to work 
properly to the human sound. The MFCC is a 
procedure to convert an ordinary frequency to the 
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Mel frequency. The frequency of human discourse 
has a lower frequency by utilizing the Mel scale 
can increase the low frequency scale range 
meanwhile decrease the range of high frequency. 
The processing of MFCC is shown in Fig. 1. The 
process begins from the sampling signal process 
for converting an analog signal to the 
computerized signal. Next stride the data is 
partitioned to form a frame where every frame is 
changed over by Fast Fourier Transform (FFT) to 
transform data to time domain, frequency 
spectrum. The information from FFT is sampled 
by using triangular overlapping windows 
converted from hertz unit to Mel-scale unit. The 
Mel-scale value calculated the power and take 
logarithm. Finally, data is reconverted by the 
Discrete Cosine Transform (DCT) and results the 
MFCC feature vector, in this progression the 
quantity of DCT can be assigned. 

 

 
 

Fig. 1 The feature extraction process using 
MFCC. 

 
The number of DCT utilizing as a part of this 

research is 21, which mean 21 of MFCC feature 
vectors. Subsequent to dissecting the estimation of 
all features, 6 features need to normalize the 
quality. The normalization by decimal scaling is 
applied in these features. The new value is figured 
by 

k

ff
10

=′      (1), 

 
 where f is the original value of feature,  
k is the minimal value that makes 1<′v . 
 
The MLP is popular algorithm to use as the 

classification model for the voice command [9]-
[12] and other applications [13-15]. The first 
experiment is to locate the appropriate structure of 
the MLP. The principle objective is to find the 
superior structure with less complexity, so the 
number of hidden layers is not more than 2 layers. 
The Thai voice command to use in the experiment 
is the word “H̄n̂ā”, which mean front. The first 

MLP structure has 3 layers including, input layer 
number of nodes equivalent to the number of input 
features. The hidden layer has 3 nodes and the 
output layer has 1 node. The second MLP structure 
has 4 layers including, input layer, 2 hidden layers 
and output layer. The nodes of input layer 
equivalent to number of input features. The 
following layers has 3 nodes, 2 nodes and 1 node 
respectively. Three experiments have been done, 
each experiment using 10 fold cross validation to 
check the precision. The experimental results 
appear in figure 2.  

Clearly seen from every experiment displayed 
in figure 2 that, the MLP with 2 hidden layers have 
favored execution over MLP with 1 hidden layer. 
Notification of the parameters results of every 
experiments the weight estimation of input feature 
1 is converted to small value almost equivalent 0. 
The experiment that eliminates the first input 
feature is done and the outcomes is approximately 
the same, so the 1 feature is considered not 
imperative for the classification and deleted. 

 

 
 

Fig. 2 The comparison of the classification 
results of 2 MLP structures. 

 
Since the objective of this research is to apply 

the voice command classification to use with 
model car via the PiFace interface of Raspberry Pi, 
the programming language must be considered. 
The typical procedure of classification, including 
learning phase and testing phase. The learning 
phase using a training dataset to modify the 
parameters. The testing phase is receiving the 
value of parameters from learning process and use 
to classify unseen data. The consequences of using 
programming language as a part of learning and 
testing process are shown in table 2. 

The results in table 2 demonstrated that using 
Matlab as a part of both phase is the most 
astounding classification result. Nonetheless, in 
experimental 2, clearly seen that using training 
parameters from Matlab cannot classify voice 
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command when implement by Python. This 
research is utilizes the Python in both learning and 
testing phase.  The reason is a Raspberry Pi can 
use Python [16], [17] to implement and using 
Python results the same high accuracy as using 
Java, as found in experiment 3 and 4.  

 
Table 2 The results of using different 

programming language in learning and 
testing process. 

 
 

Expt. No. Learning Testing Accuracy 
1 Matlab Matlab 85.33% 
2 Matlab Python 27.80% 
3 Python Python 84.67% 
4 Java Java 84.67% 

 
The objective of the next preliminary 

experiment is to locate the portion of classes in the 
training data set. The preparation of the training 
data set in this research is for the specific purpose, 
to classify 5 Thai voice command. Normally 
perception, the desire class need to have the 
highest portion. The ratio using in the experiments 
is 80:20 of the desire class versus other classes, 
and 20:80 of the desire class versus other classes. 
Totally 3 experiments are done to each voice. The 
average of 5 fold cross validation is used to verify 
the classification accuracy. The 80:20 ratio results 
are displayed in figure 3, and results of 20:80 are 
displayed in figure 4 separately. 
 

 
 

Fig. 3 The training dataset ratio 80: 20. 
 

Figure 3 shown the average accuracy from 5 
fold cross validation of training dataset ratio 80:20 
of desire class and other classes. The most 
noteworthy accuracy form 3 experiments of ratio 
80:20 of each voice are 74.60%, 75.30%, 74.60%, 
77.30% and 76.60%. The average accuracy from 
all voices of this type of ratio is 75.68%. 

 

 
 

Fig. 4 The training dataset ratio 80: 20. 
 

Figure 4 shown the average accuracy from 5 
fold cross validation of training dataset ratio 20:80 
of desire class and other classes. The highest 
accuracy form 3 experiments of ratio 20:80 of each 
voice are 83.30%, 82.60%, 80.60%, 86.60% and 
84.60%.  

The average accuracy from all voices of this 
type of ratio is 83.54%. The results unmistakably 
demonstrated that the ratio of desire class 20: other 
classes 80, results better accuracy in every 
experiment. The reason is the portion 80:20, to 
create a training data set for voices “H̄n̂ā”, the 200 
voices of “H̄n̂ā” are added in the training data set. 
The voices of other classes, including, H̄lạng, Ŝāy, 
K̄hwā, and H̄yud are added in the training dataset 
totally 50 voices. The neural network has just a 
few sample of other classes, result to higher miss 
classification. On the other hand, the portion 20:80 
with the same example the 50 voices of “H̄n̂ā” are 
added in the training data set. The voices of other 
classes, including, H̄lạng, Ŝāy, K̄hwā, and H̄yud 
are added in the training dataset totally 200 voices. 
The neural network has enough sample of other 
classes to learn, result to higher accuracy of 
classification. 
 
3. THE OVERALL STRUCTURE  
 

As the prior mansions, the objective of the Thai 
voice command development is aimed to be able to 
apply to utilizing mobile and the PiFace interface 
of Raspberry Pi. The overall structure is appeared 
in figure 5.  

The structure in figure 5 comprises of 4 main 
processes. The first process is to discover the 
parameters to classify the Thai voice command 
using MLP. The second process is to implement 
the voice command classification models using the 
parameters from the training process to install in 

74
78

70
74

80

72 74
78 78 7678

74 76
80

74

60
65
70
75
80
85
90
95

100

หนา้(H̄n̂ā) หลัง(H̄lạng) ซา้ย(Ŝāy) ขวา(K̄hwā) หยดุ(H̄yud)

A
cc

ur
ac

y

Desire class 80 : Other classes 20

Expt. 1 Expt. 2 Expt. 3

84 82 84 86
8284

80 78

84 86
82

86

80

90
86

60
65
70
75
80
85
90
95

100

หนา้(H̄n̂ā) หลัง(H̄lạng) ซา้ย(Ŝāy) ขวา(K̄hwā) หยดุ(H̄yud)

A
cc

ur
ac

y

Desire class 20 : Other class 80

Expt. 1 Expt. 2 Expt. 3



International Journal of GEOMATE, Sept., 2017, Vol. 12, Issue 37, pp. 9-15 

12 
 

Raspberry Pi. The third process is the mobile 
application implementation and the car model 
execution. The last process is the moving activity 
process, the voice command from mobile is send 
to classify the order by Raspberry Pi and control 
the movement of the car by PiFace. 

 
 

 
 
Fig. 5 The overall structure of the Thai voice 

command application system. 
 

The multi-layer perceptron neural network is 
used as the classification model in this research. 
Each network can have numerous layers, and each 
layer can have multiple perceptron or neural. The 
structure of 1 perceptron is consists of the input 
values, weights between perceptron, bias of each 
perceptron and 2 computation functions. The first 
function will consolidate the value of all inputs 
those already adjusted by weights. The second 
function is called activation function or transfer 
function that will transfer value from the first 
function to the output value. The sigmoid is 
utilized as a transfer function in this research, the 
output results from sigmoid is displayed in figure 
6. 

Firstly, all input features to each node are 
adjust by multiply to weight it connected, and 
summarize including with the bias of each node as 

biasxwz
n

i
ii +=∑

=1

    (2), 

 
ix  represent the value of input feature, and  

iw  is the weight connected to each input feature.  
 

 
Fig. 6 The output from sigmoid function. 
 
 
The value of z  is fed to the sigmoid activation 
function to calculate the output as 
 

)1(
1)( ze

zf
−+

=     (3). 

 
In the machine learning literature, the adaptive 

learning is the most important function. The 
learning process of MLP, delta rule is applied in 
the backpropagation algorithm. The parameters of 
each node, including the weights and bias 
connected to it. The small values call delta of 
weight )( w∆  and delta of bias )( bias∆ are 
calculated from miss classification error and use 
for the parameter modification. After the feed 
forward process, the errors from output are 
calculated by 
 

nnn yte −=     (4). 
 

The output calculated from the feed forward 
process is represented by ny , the target value is 
represented by nt . The error is used to calculate 

w∆ as Eq. (5). 
 

)()()( nxnnw ηδ=∆    (5),  
 
where η is learning rate , the local gradient is 
represented by )(nδ , which can be separate into 2 
cases. The gradient for output layer calculate from 
Eq. (6) and for hidden layer calculate from Eq. (7).   
 

))(()()( nznen ϕδ ′=    (6), 
 
where ))(( nzϕ′  is the first derivative of the 
activation function. For hidden layer  
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∑
=
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where ∑
=

n

i
i n

1

)(δ is the summation gradient of the 

adjacent layer. The weights of the next iteration is 
updated by  
 

wnwnw ∆+=+ )()1(    (8). 
 

The bias value of each neuron are updated 
similarly to the weights as displayed in Eq. (5) to 
Eq. (6). The initial parameters of learning rate is 
0.1, the maximum iteration of the training process 
is 10,000 rounds. The sigmoid is utilized as the 
activation function for every node. As the 
experimental results shown earlier, the structure of 
MLP with 2 hidden layers result preferable 
execution over 1 hidden layer. 

 
4. EXPERIMENTAL RESULTS  

 
The primary experiment is to find the best 

neural network structure for 5 voices command 
classification. Three analyses have been done to 
compare whether using 1 model to classify 5 
voices or 5 models for 5 voices. The experimental 
results are appeared in table 3. 
 
Table 3. The average accuracy results of using 1 

model comparing with using 5 models. 
 

Expt.  
No. 

5 fold cross validation of all 
voices command 

1 network 5 networks 
1 78.80% 84.00% 
2 78.00% 85.60% 
3 79.20% 83.20% 

 
The structure of 1 network has 4 layers, 

including input layer with 20 nodes, first hidden 
layer with 15 nodes, second hidden layer with 8 
nodes and lastly an output layer with 3 nodes. The 
other structure is the combination of 5 networks.  
The nodes of input layer are equivalent to input 
features. The first hidden layer has 3 nodes, the 
second input layer has 2 nodes and output layer 
has 1 node for 1 voice command. Agreeing from 
table 3, the outcomes from using 5 networks for 
classification are higher than using only 1 network 
in all experiments. Furthermore, the learning time 
of using 1 network, is longer than using 5 
networks in 1 structure. Along these lines, the final 
structure of this research are as demonstrated in 

figure 7. 
 

 
 
Fig.7 The overall structure of voices commands 

classification model. 
 
Next experiment using the structure in figure 7 

to actualize in PiFace and Raspberry Pi to control 
the model car and separated experiments into 4 
sections. The first experiment, using men voices in 
both training and testing process. The second 
experiment, using women’s voices in both training 
and testing process. The third and fourth 
experiments utilizing both men’s voices and 
women’s voices in the training process and using 
men’s voices and women’s voices in testing 
processing separately. The average of 5 fold cross 
validation, experimental results are shown in table 
4. 
 
Table 4 The experimental results based on gender. 
 

Expt. 
 No. 

Training  Testing Avg. Acc. 

1 Male Male 85.33% 
2 Female Female 80.67% 
3 Male & Female Male  76.00%  
4 Male & Female Female 74.67%  

 
The results in table 4 demonstrated that using 
men’s voice as a part of both training and testing 
process result the most astounding precision. 
Utilizing blend gender voices in the training 
process and test with female voices result the 
lowest accuracy compared to all experiments. 
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5. CONCLUSION 
 

From aggregate analyses in this research the 
best proportion for creating a training data set is 
20% of desire class and 80% of all other classes. 
The structure of neural networks is using 2 hidden 
layers and using 1 network for classifying 1 voice 
command. Obviously seen from experiment that 
using the same gender voices as a part of training 
and testing process results better than using blend 
gender voices in the training process. The 
proposed research results demonstrated that the 
propose methodology is appropriate to apply to 
utilizing Thai voice command to control the model 
car. Furthermore, can be used as a prototype model 
to implement for using Thai voice commands to 
control a wheelchair or other electronic appliances 
later on. 
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