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ABSTRACT: Unmanned autonomous robots will be widely used very soon for land use, treatment, and 

monitoring. The paper addresses the problem of visual navigation of ground robots using a camera positioned at a 

certain elevation above the confined area. The main idea is that robot’s “eyes” is not located on the robot but are 

independent autonomous system. As a result, the “eyes” can go up and observe the robot from above. This patented 

technology of airborne vision-based control of ground robots is already described previously in "International 

Journal of GEOMATE" and Geomate2019 conference paper (Ehrenfeld et al., 2020). There was described in detail 

the small toy prototype with very simple algorithms and very shortly the next more complex prototype. In the 

current paper detailed algorithms for navigation and control of this complex prototype is presented. The system 

consists of the USB camera on the tower (4 meters) connected to the computer which controls the big ground robot 

by sending Wi-Fi commands. For navigation (recognition of the ground robot, finding its position and orientation) 

was used deep learning (artificial neural network). It was demonstrated that this robot can pass two main tests: 

travelling along some predefined path and random walk inside of some predefined boundary. 

 

Keywords: Vision-based navigation of ground robots, Airborne control from tethered platform, Deep learning 

convolution network, Time delay of autopilot, Stability of differential equations 

 

1. INTRODUCTION 

 

Unmanned autonomous robots will be widely 

used very soon for land use, treatment, and 

monitoring [1-3]. The most popular outdoor robots 

are currently robot-lawnmowers used for bounded 

operation area. However, the different very 

interesting applications for such robots can be found. 

Let us give yet several examples: 

1) It is a remote-controlled slope mower [4]. 

Currently, remote control of a human operator is 

used for such mowers. However completely 

autonomous robots can be made using technology 

proposed in this paper. 

2) Robotic Fruit Harvester - the FFRobot [5] 

3) Robots for fire protection [6] 

4) Autonomous wheelchair for disabled people [7] 

The paper addresses the problem of visual 

navigation (vision-based navigation) of ground 

robots using a camera positioned at a certain elevation 

above the confined area. Vision-based navigation of 

robots is like human navigation by the help of eyes 

vision. However, it is not necessary to build eyes into 

the robot. It is possible to put eyes on a top position 

and from the top position the robot can see itself and 

its motion. It means airborne terrestrial robot control 

[3,8-12]. One of the developments is to take into 

account delays in the control system. 

  The described above system may be used for 

coordination, navigation and control of ground robots 

(automated transport, automated agricultural 

machines, municipal and aerodrome vehicles, garden 

lawnmowers and so on).  

The key innovation of the study is the system of 

navigation and intercoordination. The system 

includes one or more robots, located on the controlled 

area; one or more robot tracing devices on the 

suspended tethered platforms; natural or artificial 

markings; charger; and central module for robot 

coordination and orientation detection. The 

information is transferred to the central module from 

all the tracing devices. The system central module is 

equipped with the calculation module located or on 

the suspended platform, or on the ground, or on the 

charger or on the robot.  The calculation module is 

possible to calculate coordinates and orientation of 

robots and to form the control commands, based on 

the information received from all the above described 

devices. This visual system can also be used for 

preventing collision of ground robot with children or 

animals. Also, this visual system can be used for 

security purposes. 

The technical result is the development of the 

robot efficient coordination using the devices located 

on the towers, the aerial apparatuses tracing the robots 

on the controlled area, supervising their environment 

including natural and artificial markings. One of the 

developments is to take into account delays in the 

control system.  

The system (the proof of concept) was defined as  
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Fig. 1. Airborne terrestrial robot control 

 

following (Fig. 1):  

1) The tower (4 meters). 

2) The USB camera on the tower connected to 

computer. 

3) The computer which controls the big ground robot 

by sending Wi-Fi commands, supplied by 

software for finding its position and orientation 

using deep learning (artificial neural network) 

from USB camera images. 

4) The ground robot. 

It was demonstrated that this robot can pass two 

main tests: travelling along some predefined path and 

random walk inside of some predefined boundary. A 

reader can find these tests here [13,14]. 

 

2. CONTROL AND NAVIGATION SYSTEM 

 

Most visual recognition methods use set of 

correspondent characteristic points [15] to locate the 

ground robot with respect to an observation camera. 

In this case, various SIFT functions are usually used 

to highlight the correspondent characteristic points 

[15]. These methods require a large database of 

functions, efficient search methods and a lot of time 

for calculations. 

Using a deep learning convolution neural network 

can significantly reduce data processing time and 

increase accuracy.  

Despite the massive enthusiasm for neural 

networks and their active implementation in 

computer applications, their use to determine the 

coordinates of objects relative to cameras is not 

investigated practically. 

However, there are a series of interesting works 

by A. Kendall, M. Grimes and R. Cipolla (University 

of Cambridge) [16, 17], who used a convolutional 

neural network to determine camera coordinates, and 

are pioneers of the use of deep learning methods in 

navigation. In their works, they determined the 

coordinates and angles of rotation of the camera using 

images of Cambridge Landmarks building, made by 

pedestrian smartphone’s camera.  

Unlike the authors of [16,17], who used images of 

buildings from ground level and using cameras 

mounted on ground robots, In the current paper it is 

necessary to find the position of a ground robot 

relative to a camera in an upper position. The neural 

network was based on the popular AlexNet network 

with minor changes in the structure and training mode.  

AlexNet [18] is the name of a convolutional neural 

network (CNN), designed by Alex Krizhevsky and 

published with Ilya Sutskever and Krizhevsky's 

doctoral advisor Geoffrey Hinton. AlexNet competed 

in the ImageNet Large Scale Visual Recognition 

Challenge on September 30, 2012, significantly 

outperforming other networks. In the original Alex 

Net, there are only 8 levels (5 convolutional and 3 

fully connected). For the current tasks, the last two 

fully connected layers was removed and replaced 

with one fully connected layer with 4 outputs (x, y 

coordinates and trigonometric functions sin() and 

cos() for the rotation angle  ) or 7 outputs                       
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(x, y, sin() , cos(), coordinate, angle and total 

errors) and one regression layer. That is, the pre-

trained AlexNet network was used to solve the 

regression problem: determining two coordinates and 

course angle of the robot (Fig. 2). 

 

 

Fig. 2. Transformed AlexNet in Matlab 

 

 

Two-step network training method was used. 

At the first stage, the task of teaching the network 

to determine the coordinates and course angle of the 

robot in ideal visibility conditions was solved. 

For this, the part of the sample in which the robot 

is fully open and clearly visible was used. Number of 

such images in the sample was 9293. 

The network containing 4 outputs was built - the 

two coordinates of the robot in the image, as well as 

the sine and cosine of its rotation course angle. The 

direct value of the angle when training the network 

was not used, since the angle values have a gap at -

180: 180, which leads to big errors at angles close to 

these values. 

The sine and cosine SinNN and CosNN calculated by 

the network were used to calculate the angle of 

rotation of the robot through a weighted average, 

where the weights of each of the calculated angles is 

directly proportional to the rate of function change. 

For example, for SinNN>0 and CosNN>0 it can be 
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gotten: 

 

 ≈
𝑎𝑟𝑐𝑠𝑖𝑛(𝑆𝑖𝑛𝑁𝑁) ∗ |𝐶𝑜𝑠𝑁𝑁| + 𝑎𝑟𝑐𝑐𝑜𝑠(𝐶𝑜𝑠𝑁𝑁) ∗ |𝑆𝑖𝑛𝑁𝑁|

|𝐶𝑜𝑠𝑁𝑁| + |𝑆𝑖𝑛𝑁𝑁|
  

 

                                                                                       (1) 

 

Training was carried out using the solver “adam”, 

training took place in 200 epochs with 500 batch size. 

This network made it possible to determine the 

coordinates of the robot with an accuracy of 2.6 pixels 

(6 cm) in an image of 227 X 227 pixels size and an 

angle with an accuracy of 4 degrees (see Table 1). 

Further, this network was tested on a full sample 

of 12,000 images, and for each image three values 

were determined: 

 

- coordinate error 

𝑒𝑟𝑟𝑐𝑜𝑜𝑟 = √(𝑥𝑟𝑒𝑎𝑙 − 𝑥𝑛𝑒𝑡)2 + (𝑦𝑟𝑒𝑎𝑙 − 𝑦𝑛𝑒𝑡)2     (2) 

 

- angle error  

𝑒𝑟𝑟𝑎𝑛𝑔𝑙𝑒 = 1000 ∙ 

∙ √(sin 𝛼𝑟𝑒𝑎𝑙 − sin 𝛼𝑛𝑒𝑡)2 + (cos 𝛼𝑟𝑒𝑎𝑙 − cos 𝛼𝑛𝑒𝑡)2  
                                                                                          (3) 

-  total error 

errfull=errcoor +errangle                                                (4) 
 

 Finally, the errfull is total error value for images, 

in which the robot is fully visible, is ranged from 0 to 

150, for images where the robot is partially visible - 

from 150 to 1500, and for images where the robot was 

not visible - from 500 to 4500 (Fig. 3). 

At the second stage a network was built, where, in 

addition to the coordinates and trigonometric 

functions of the angle, the network was trained to 

predict errfull, errcoor, errangle. Thus, by teaching the 

network to predict the possible error value, the tool 

that allows us not only to determine the coordinates 

was gotten, but also to verify the accuracy of their 

determination. If the robot turned out to be 

completely or partially covered by environmental 

objects, it can be seen from the increase of the 

predicted errors. 

This approach allowed us to avoid working with 

two networks, the first of which would be classifying, 

and determining the presence of the robot in the 

image, and the second would be finding its 

coordinates and angle. The classification problem has 

been replaced by the regression task of error 

prediction. 

Training was carried out using full sample of 

10,000 images and the solver “adam”, training took 

place in 200 epochs with 500 batch size. Thanks to 

modeling in Unity, the dataset was generated 

programmatically. At each step, the position and 

angle of rotation of the robot, as well as the location 

of the elements of the working platform, were 

randomly selected. 

Lighting simulated sunlight falling from various 

angles and directions. As a background, 50 different 

textures were used to achieve independence of 

determining the coordinates of the robot from 

background elements (Fig. 4). 12,000 rgb images of 

size 3036 X 3036 containing robots were generated. 

Among the images were also shots where the robot 

was partially or completely covered by environmental 

objects or the tower of the camera. A file was also 

prepared with information about the coordinates of 

the robot and the rotation angle. Then, based on these 

images, a set of images reduced to 227 X 227 pixels 

was prepared. 

 

3. AUTOMATIC CONTROL 

 

Let us define the following variables and 

parameters used in equations of motion for the ground 

robot (see Fig. 6): 

1) For variables describing motion: 

𝑥 and 𝑦– coordinates of ground robot;  - angle of 

rotation of the robot on the plane; 𝑣  – translation 

velocity of the robot;  - angle velocity of the robot 

2) Ground robot parameters: 

R – wheel radius; 𝑙 – distance between wheels 

3) Controlling signals: 

𝜔𝑅    and  𝜔𝐿– angle velocities of rotation of the right 

and left wheels 

It is shown in [19] that forward movement and 

rotation are described by the system of equations 

 

𝑥̇ = 𝑣 𝑐𝑜𝑠 𝛼 ; 𝑦̇ = 𝑣 𝑠𝑖𝑛 𝛼 ; 𝛼̇ = 𝜔;                       (5) 

 

𝑣 =
𝑅(𝜔𝑅 + 𝜔𝐿)

2
;  𝜔 =

2𝑅(𝜔𝑅 − 𝜔𝐿)

𝑙
                  (6) 

 

 
Fig. 3 The total error distribution for different 

visibilities of the robot 
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Fig. 4. The different images of the robot from the 

dataset 

 

Since the system is nonlinear, it’s too hard to use 

those equations to analyze stability. It is necessary to 

linearize those equations on the premise that the 

parameters x(t), y(t), α(t), 𝑣(t), ω(t) corresponding 

with steady flight get small increments δx(t), δy(t), 
δα(t), δ 𝑣 (t-τ), δω(t-τ) caused by perturbations 

action on a path. 

Robot trajectory can be estimated by polygonal 

chain path. This path consists of linear motion along 

line segments with constant translational velocity and 

zero angular velocity (Rotation), and rotations in 

vertices with constant angular velocity and zero 

translational velocity (Linear motion). 

For the case when stationary parameters cannot 

provide stability of the desirable stationary trajectory 

themselves, it is necessary to use autopilots (Fig. 5). 

An autopilot states the controlling parameters        

δ 𝑣 (t-τ), δω(t-τ) to be functions of the output-

controlled parameters, which are deviations from the 

desirable stationary trajectory δx(t), δy(t), δα(t). 

The values of the output parameters can be obtained 

by autopilot from navigation measurements, for 

example, from vision-based navigation, inertial 

navigation, satellite navigation and so on. On the 

basis these navigation measurements, the autopilot 

forms controlling signals to decrease undesirable 

deviation. Unfortunately, there always exists some in 

getting information about the output-controlled 

parameters to autopilot for any navigation 

measurements. So, the problem exists, because of the 

lack of some necessary information for controlling. In 

the paper [20], there was demonstrated that even for 

such conditions with the time delay it is possible to 

get controlling signal providing a stable path. 

Final solution from [20] are following: 

For rotation, the stationary solution is  

α(t)=ωt+φ; 𝑣(t)=0; φ=0                                       (7) 

where control parameters are following: 

𝛿𝑣(t − τ) = −2 𝑎𝑟 𝑐𝑜𝑠(𝜔(t − τ))𝛿𝑥(t − τ) 

−2 𝑎𝑟  𝑠𝑖𝑛(𝜔(t − τ))𝛿𝑦(t − τ) 

where 𝜔 ≠ 0, 𝑎𝑟 > |𝜔|;                                         (8) 

𝛿𝜔(t − τ) = 𝑏𝛼𝛿𝛼(t − τ) where 𝑏𝛼 < 0.             (9) 

For linear motion, the stationary solution is 

α(t)=α; 𝑣(t)= 𝑣                                                     (10) 

where control parameters are following: 

𝛿𝑣(t − τ) = −𝑎𝑙 𝑐𝑜𝑠(𝛼)𝛿𝑥(t − τ) 

−𝑎𝑙 𝑠𝑖𝑛(𝛼)𝛿𝑦(t − τ) 

where  𝑎𝑙 > 0;                                                            (11) 

𝛿𝜔(t − τ) = 𝑎 sin(𝛼) 𝛿𝑥(𝑡 − τ) 

−𝑎 cos(𝛼) 𝛿𝑦(t − τ) − 2𝑏 𝛿𝛼(t − τ) 

where 𝑎𝑣 > 0; 𝑏 > √𝑎𝑣.                                      (12) 

The delay time is following: 

τ ≤ 𝑚𝑖𝑛 (
1

2𝑒|𝑏|
,

1

𝑒|𝑎𝑙|
,

1

𝑒|𝑏𝛼|
,

1

2𝑒|𝑎𝑟|
)               (13) 

 
Fig. 5 Automatic control 

 

 
Fig. 6 Ground robot 

 

4. EXPERIMENTAL RESULTS 

 

This deep learning network is possible to 

find ground robot angle with an accuracy of 4 

and ground robot position with the accuracy of 

2.6 pixels (corresponds to 6 cm on the ground) 

(Table 1) for any 227 X 227 pixels size image. 

It is possible to calculate robot recognition error 

in deep learning network using 3 (from 7 outputs) 

with position and orientation errors (in 7-outputs 

network, described above). So, it is possible can 

conclude that the robot does not exist on an image or 

is partially occluded if error is very big (more than 

150, see Fig. 3). 
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 The robot surface was chosen to be strongly 

different from background, so recognition quality is 

almost ideal. Not because of high quality of the 

network or the diffusion map, but because of 

choosing the robot surface, which is very different 

form the background. Indeed, for robust navigation it 

is necessary to choose such robot surfaces, which are 

strongly different from the background. The chosen 

robot surface is optimal for recognition (see Fig. 6). 

The software was developed using designed 

algorithms. It was demonstrated in real experiments 

that it is possible to carry out two options to drive the 

ground robot: random movement in user predefined 

boundaries and user predefined route ([13,14] and 

Fig. 7).  These experiments [13,14] prove that robot 

indeed was possible to travel inside desirable 

boundaries in the first case and to carry out stable 

motion along desirable route in the second case. 

 

Table 1 Error of coordinates and rotation angle 

for the ground robot for navigation by the help 

of the artificial neural network, size of the robot 

is 50cmX50cm, pixel size corresponds to 2,3 cm 

on the ground  

 

Sets σu σv σcos() σsin() σ 

Valid

ation 

set 

2.6 pix 

(6 cm) 

2.6 pix 

(6 cm) 

0.07 0.07 4 

5. CONCLUSIONS 

It was demonstrated that it is possible to carry out 

two options to drive the ground robot: 

a. A random movement in user predefined 

boundaries 

b. A user predefined route 

As a result, it was proved that it is possible to 

maintain stable movement of a ground robot even 

when time delay exists in transfer information about 

output control parameters from navigation 

measurement devices to autopilot. 

It is possible to find control parameters for the 

particular case of visual airborne navigation of 

ground robot and estimated max possible delay of the 

system. 

It was also demonstrated that the neural network 

is an effective tool for determining the coordinates of 

an object: fast, high-precision, insensitive to 

interference, changes in the environment and lighting. 

The quality of determining coordinates allows 

you to build a high-quality control system for a 

ground robot. 

Obviously, the proposed methods can also be used 

to solve other problems where it is necessary to 

determine the coordinates of the observed object. 

The future work includes the following: 

1) Creation a system for developing possible 

trajectories 

 
 

Fig 7. Two experimental tests - random movement in user predefined boundaries and user predefined route 

 

2) Creation a system for inter-coordination of 

several robots. 

3) Recognition of the environment of robots: 

ground markers, obstacle, moving objects 

4) Recognition of robot operation results: how 

much grass is mowed, which part of the 

operation area is treated. 

However, the developed robot is only prototype. The 

main future work is creation of working robot for 

mass-production. The working robot can be: 

1) It is a remote-controlled slope mower [4]. 

2) Robotic Fruit Harvester - the FFRobot [5] 

3) Robots for fire protection [6] 

4) Autonomous wheelchair for disabled people [7] 
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