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ABSTRACT: The gravity method is a geophysical method that can model subsurface conditions based on 
variations in density. This model can be obtained by performing a mathematical computation process of gravity 
data which is known as the inversion modeling process. During its development, inversion modeling solutions 
can be obtained with local and global approaches. A comparison of the two approaches was carried out, namely 
using the Levenberg-Marquardt (LM) algorithm for the local approach and the simulated annealing (SA) 
algorithm for the global approach. The research begins with the study of synthetic data horizontal block, 
vertical block, and faults models. From the synthetic study, both algorithms were rated good based on an 
average root mean square error (RMSE) value of 0.03 mGal with a correlation of 76% for the LM algorithm 
and an average RMSE of 0.6 mGal with a correlation of 61% for the SA algorithm. The two algorithms were 
also tested on the Ungaran geothermal field gravity data. RMSE value was 0.001 mGal for the LM algorithm 
and 0.7 mGal for the SA algorithm due to the field data test. The two models produced by each algorithm are 
assessed to be correlated with geological information and models in previous studies.   
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1. INTRODUCTION 
 

Geophysical exploration aims to create 
subsurface models by relying on measured field 
data [1]. The subsurface physical parameter model 
can be obtained by applying a mathematical 
computation technique to the measurement data 
which is called inversion modeling. Inversion 
modeling produces a more efficient quantitative 
solution than the trial-and-error approach of 
forwarding modeling [2]. The problem that often 
arises in gravity data modeling is ambiguity, that is 
the same gravity response can be generated from 
different models. Researchers continue to try to 
develop inversion modeling techniques that 
produce the best models.  

The inversion modeling method that is 
commonly used in gravity data is the least-square 
algorithm [3]. This algorithm often overfits noise 
data [4]. Some researchers modify the least-square 
by including the damping parameter λ and 
determining the value change rule which is 
expected to solve the overfitting problem [5,6]. This 
rule was further developed by [7] and is known as 
the Levenberg-Marquardt (LM) algorithm. The LM 
algorithm is considered good enough for non-linear 
problems including the magnetotelluric (MT) 
method [8,9], moreover, in this stud,y it will be 
observed whether this algorithm can also work well 
on linear (gravity) problems.  

Simulation annealing (SA) is a random search 
algorithm that was popularized by [10]. SA is a very 
flexible algorithm because it can find solutions to 

both linear and non-linear problems [10]. This 
algorithm also excels in computational 
effectiveness because it does not require the 
calculation of derivatives and inverses of large 
matrices [11]. Some of these studies use SA to 
inverse 1-dimensional MT models [10,11], 
therefore, the application of SA in the case of 2-
dimensional gravity is deemed necessary, so that it 
can be determined whether this directional random 
search algorithm can produce a good result. 
Simulated annealing has been applied to the gravity 
method inversion modeling by [12] and [13], and 
ato for the MT method by [9]. The objective of this 
research is to observe how the performance of the 
LM algorithm which looks for a solution based on 
the principle of regression compared to the SA 
algorithm which looks for a solution based on 
directional random search in solving the 2-
dimensional gravity inversion problem. 

 
2. RESEARCH SIGNIFICANCE 
 
Geothermal energy is feasible renewable energy to 
be an alternative to fossil energy which can harm 
the environment if used in large quantities 
continuously. Research in the development of 
geothermal exploration technology continues to be 
carried out, especially in the field of geophysics. 
Geophysical subsurface structure modeling is an 
important part of geothermal exploration. This 
modeling can affect the accuracy of the drilling 
point which leads to the cost efficiency of 
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exploration. Thus, it is necessary to research the 
development of geophysical modeling algorithms. 

 
3. METHOD 

 
3.1 Gravity Modelling 

 
The gravitational modeling of the earth can be 

discretized by several prisms as shown in Fig. 1 [14]. 
Gravity anomalies of continuous 2D objects that are 
discretized are mathematically written by [15] and 
modified by [14] as in Eq. (1). 

 
𝑔𝑔 = 2𝛾𝛾𝛾𝛾  ∑ 𝛽𝛽𝑛𝑛

1+𝛼𝛼𝑛𝑛2
𝑁𝑁
𝑛𝑛=1 �𝑙𝑙𝑙𝑙𝑙𝑙 𝑟𝑟𝑛𝑛+1

𝑟𝑟𝑛𝑛
− 𝛼𝛼𝑛𝑛(𝜃𝜃𝑛𝑛+1 − 𝜃𝜃𝑛𝑛)�                            

(1) 
 

g is the gravity anomaly at the point observed, γ is 
the gravitational constant, ρ is the prism density and 
θn is the angle between the distance of an observed 
point to the prism the and horizontal distance. βn and 
αn are the geometrical factors explained 
mathematically in Eq. (2) and (3). 

 
 

𝛼𝛼𝑛𝑛 = 𝑥𝑥𝑛𝑛+1−𝑥𝑥𝑛𝑛
𝑧𝑧𝑛𝑛+1−𝑧𝑧𝑛𝑛

 (2) 
 

𝛽𝛽𝑛𝑛 =  𝑥𝑥𝑛𝑛 − 𝛼𝛼𝑛𝑛𝑧𝑧𝑛𝑛  (3) 
 
 

With xn and zn being the horizontal and vertical 
distance from an observed point to the object. 

 

 
Fig.1 Earth discretization to a 2D prism 

 
3.2 Levenberg-Marquardt (LM) Algorithm 

 
The Levenberg-Marquardt (LM) algorithm is a 

linear approach to solving non-linear problems [7]. 
The LM algorithm adds the damping parameter λ to 
prevent overfitting. The addition can be written as 
Eq.(4) [11]. 

 
𝑚𝑚𝑛𝑛+1 = 𝑚𝑚𝑛𝑛 + 𝐽𝐽𝑛𝑛𝑇𝑇 [ 𝐽𝐽𝑛𝑛 𝐽𝐽𝑛𝑛𝑇𝑇 +  𝜆𝜆𝜆𝜆]−1 �𝑑𝑑 − 𝐾𝐾(𝑚𝑚𝑛𝑛)�  (4) 

 
Geometric information needs to be added to the 

calculation of the model and has been modified by 
[16], it can be written mathematically in Eq. (5) and 

(6). 
 

𝑚𝑚𝑛𝑛+1 = 𝑚𝑚𝑛𝑛 + 𝑊𝑊𝑛𝑛
−1  𝐽𝐽𝑛𝑛𝑇𝑇 [  𝐽𝐽𝑛𝑛 𝑊𝑊𝑛𝑛

−1  𝐽𝐽𝑛𝑛𝑇𝑇𝜆𝜆𝜆𝜆]−1  �𝑑𝑑 −
𝐾𝐾(𝑚𝑚𝑛𝑛)�  (5) 
 
Wn is the weighting matrix in which the diagonal 
elements can be written as Eq. (6). 

𝑊𝑊𝑗𝑗𝑗𝑗
𝑛𝑛    =  

𝑅𝑅𝑖𝑖𝑖𝑖
2

𝑚𝑚𝑗𝑗
𝑛𝑛+𝜀𝜀

   (6) 

𝑅𝑅𝑖𝑖𝑖𝑖2  is the minimum distance from observation point 
i to the prism, j and 𝜀𝜀 are positive` numbers with the 
order of 10-7 to avoid errors due to division by 0 
(zero). 
 
3.3 Simulated Annealing Algorithm 

 
The simulated annealing (SA) algorithm is based on 
crystal annealing events when the minimum energy 
is reached. This algorithm performs a directional 
random search for solutions (each perturbation has 
a different chance of being accepted into the 
solution). The application of annealing in the case 
of inversion can be described mathematically as Eq. 
(7) [10]. 

 
P   = exp �−Δ𝐸𝐸

𝑘𝑘𝑘𝑘
 � (7) 

 
P is the probability, E is the objective function, k is 
the Boltzmann constant and T is the controlling 
factor. The Model space must be determined 
empirically. Model perturbation is taken randomly 
as an arbitrary number in the model space using Eq. 
(8) [3]. 

 
𝑚𝑚𝑖𝑖+1 = 𝑚𝑚𝑖𝑖 + 𝑅𝑅�𝑚𝑚𝑚𝑚𝑚𝑚𝑥𝑥 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚�  (8) 

 
R is a random number selected from the model 
space. The final stage is to apply a constant decrease 
of the control factor T to obtain a minimum 
objective function. The quality of the model can be 
assessed from the root mean 
square error (RMSE) and the correlation (r) 
calculated using Eq. (9) [17] and Eq. (10) [18]. 

 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �1
𝑁𝑁
∑ (𝐾𝐾(𝑚𝑚𝑖𝑖) − 𝑑𝑑𝑖𝑖)2𝑁𝑁
𝑖𝑖=1    (9) 

 

r = 
𝑁𝑁 ∑𝑥𝑥𝑥𝑥−(∑𝑥𝑥) (∑𝑦𝑦)

�(𝑁𝑁 ∑𝑥𝑥2−(∑𝑥𝑥)2)(𝑁𝑁 ∑𝑦𝑦2−(∑𝑦𝑦)2)  
 (10) 

 
N is the number of gravity data, K is the forward 

operator, mi is the ith model, and di is the ith gravity 
data used in this study are the synthetic data and 
gravity data of Mount Ungaran that were obtained 
from the study of [19]. The data was processed with 
Python 3.7. This research is divided into 2 stages, 
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which are synthetic data studies and field data 
studies. Variations of synthetic models used are 
horizontal z, vertical block and fault models. The 
geometric information used are the depth boundary 
from spectrum analysis and the horizontal boundary 
from the horizontal gradient analysis. There are 
several algorithms to implement SA, this study uses 
the metropolis algorithm. The misfit tolerance value 
of 0.1 mGal was selected, furthermore, field data 
from a staggered mesh is used to help the algorithm 
determine perturbation [20]. 
 
4. RESULTS AND DISCUSSION  
 
4.1 Synthetic Studies 
   

 

 
 

Fig. 2 LM (a) and SA (b) synthetic horizontal block 
model inversion with specific geological 
information. 
 

Inversion modeling was carried out for 3 types of 
synthetic models, namely horizontal block, vertical 
block and fault models which have dimensions of 2 
x 1 km with a mesh size of 50 x 50 m and station 

spacing of 50 m. The horizontal block model has 
anomalous object dimensions of 500 m to 1500 m 
on the x-axis and 200 m to 500 m on the z-axis. The 
vertical block model has anomalous object 
dimensions of 800 m to 1200 m on the x-axis and 
200 m to 900 m on the z-axis. The fault model from 
[3] has anomalous object dimensions of 200 m to 
1750 m on the x-axis and 200 m to 1000 m on the 
z-axis. A density contrast value of 1 g/cm3 is given 
for anomalous objects and 0 g/cm3 for the 
background. The synthetic gravity response is given 
normally distributed noise with a standard deviation 
of ± 0.03 mGal. The damping parameter (LM) and 
initial temperature (SA) were used at a value of 10-
0.1 which was tuned a priori.  

 

 

 
 

Fig. 3 LM (a) and SA (b) synthetic vertical block 
model inversion with specific geological 
information. 

 
The synthetic model inversion result is shown in 

Fig. 2, Fig. 3, and Fig. 4. For the synthetic study, 
initial damping of 0.001 was used for LM and an 
initial density contrast model of 0 g/cm3 was used 
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for all meshes. Fig. 2., Fig. 3, and Fig. 4 shoshowat 
there is a slight deviation in the geometry of the 
model in either the LM or SA algorithm (± 700 m) 
especially in the horizontal block model and the 
fault model, but from each model, a good geometric 
correlation value with the synthetic model (82%-
96%) is produced. From this, it can be considered 
that both algorithms produced a fairly good model 
in terms of anomaly geometry. With the given 
specific geometry information, the average RMSE 
is 0.03 mGal for the LM model and 0.12 mGal for 
the SA model. Inversions with minimum geometric 
information have also been carried out, the average 
RMSE was 0.03 mGal for LM and 1.08 mGal for 
SA. Meanwhile, the average correlation value with 
the synthetic model is 63% for LM and 27% for SA. 

 

 

  
 

Fig. 4 LM (a) and SA (b) synthetic fault model 
inversion with specific geological information. 
 

The RMSE values and correlations from the LM 
and SA algorithm are shown respectively in Table 
1 and Table 2. With the variation of specific and 
minimum geometric information, it can be stated 

that the Levenberg-Marquardt (LM) algorithm 
produces an average RMSE value and correlation 
which is better (RMSE: 0.03 and correlation: 76%) 
than the simulated annealing (SA) algorithm 
(RMSE: 0.6 and correlation: 61%) on synthetic data. 
The SA algorithm is considered to be very 
dependent on its geometric information so that an 
appropriate initial guess model is needed from the 
field data to produce a good model, while the LM 
algorithm is considered more stable from the 
influence of geometric information. From a 
computational, the LM algorithm takes ± 0.5 
seconds to perform 1 iteration, while within ± 0.5 
seconds, the SA algorithm can produce > 1000 
iterations. SA shows more effiefficiencycomputing 
because it does not include large matrix operations 
in the model perturbation. 
 
Table 1. RMSE and Correlation Value of 
Levenberg-Marquardt 

Model Levenberg-Marquardt 
RMSE (mGal) Correlation 

Specific Minimum Specific Minimum 
Horizontal 

Block 
0.05 0.05 85% 81% 

Vertical 
Block 

0.02 0.02 99% 82% 

Fault 0.03 0.01 82% 26% 
Average 0.03 0.03 89% 63% 

0.03 76% 
 

Table 2. RMSE and Correlation Value of Simulated 
Annealing 

Model Simulated Annealing 
RMSE (mGal) Correlation 

Specific Minimum Specific Minimum 
Horizontal 

Block 
0.12 1.52 98% 37% 

Vertical 
Block 

0.16 1.52 97% 23% 

Fault 0.07 0.20 92% 21% 
Average 0.12 1.08 96% 27% 

0.60 61% 
 
4.2 Field Data Studies 

 
The implementation of the inversion scheme to 

real data was conducted by applying the scheme to 
Mount Ungaran geothermal field gravity data. An 
integrated study was conducted on Bouguer 
anomaly data and geological data to produce 
accurate anomaly source information. 

Ungaran is at the Eastern end of North Serayu 
and is a transition from the North Serayu Mountains 
in Central Java and the Kendeng Mountains in East 
Java, Indonesia. This area consists of 2 types of rock 
ages, namely quaternary and tertiary. Quaternary 
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rocks are composed of lava, andesite, breccia, and 
basalt, while tertiary rocks are composed of 
conglomerate, clay, sandstone, marl, volcanic 
breccia, and limestone [15]. 

The residual anomaly value is obtained by 
applying the upward continuation method to the 
Bouguer anomaly and visualized into a kriging 
contour in Fig. 5. The high anomaly zone which has 
a value of 9 mGal to 13 mGal, is located in the north 
and south of the study area and is thought to be 
associated with high-density andesite-basalt rocks. 

 

 
Fig. 5. Residual anomaly contours, black circles 
indicate the location of geothermal manifestations 
and black lines respectively modeling line profile 
from A to B. 

The moderate anomaly zone which has a value 
of 0 mGal to 6 mGal located in the southeast and 
continues to the west of the study area, whereas the 
low anomaly zone which has a value below 0 mGal 
is in the northern corner continuously to the east, 
and southwest of the study area. Moderate and low 
anomalous zones are thought to be associated with 
Young Quaternary rocks composed of lava. 
Moreover, the interpretation of the Ungaran 
Bouguer anomaly is based on the density and silica 
content of the Ungaran rock sample. It was 
concluded that high anomaly values were 
associated with high-density Old Ungaran, while 
low anomalies were thought to be associated with 
low-density Young Ungaran [19][21]. 

Spectrum analysis on Bouguer anomaly data 
was carried out to estimate the depth of anomaly 
objects. The estimated depth of deep-seated objects 
is 5039.4 meters, whereas for shallow objects is 
466.8 meters. From this information, it can be 
determined that the depth limit of the inversion 
model will refer to the depth of deep-seated objects, 
which is ± 5000 meters.  

The profiling line for modeling shown in Figure 
5 is made to the Northwest – Southeast to cross the 
geological structure and geothermal manifestations 
in Ungaran. Furthermore, the first horizontal 
derivative (FHD) method is applied to the profile 
trajectory to determine the horizontal boundaries of 
anomalous objects in the research field. FHD in this 
study was conducted in the spatial domain and 
produces a curve shown by a red line in Fig. 6, while 
the residual anomaly is shown by a blue line. The 
horizontal boundaries of the anomalous objects are 
interpreted to be located at coordinates 6000 m and 
13500 m on the x-axis of the graph. peak FHD is 
assessed as a representation of the horizontal 
boundary of a large, high-density object, namely 
igneous rock intrusion, this object is thought to be 
part of old Ungaran. 

 

 

Fig. 6. Residual anomaly profile (top) and first 
horizontal derivative (FHD) profile (bottom), black 
dashed lines indicate the interpreted anomaly 
boundaries.  

An initial guessed model with a density of 0 
g/cm3 for the inversion process is shown in Fig. 7. 
Staggered mesh which varies vertically and 
horizontally is used [20]. This variation refers to the 
results of the analysis of the first horizontal 
derivative which gets the horizontal limit at a 
position of 6000 m to 13500 m on the x-axis and the 
depth limit of the model from spectrum analysis 
which is 5000 m. In this study, the Levenberg-
Marquardt (LM) inversion algorithm was used with 
an initial damping parameter of 0.1 and a change of 
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1%. The limitation of the density contrast value 
with a maximum limit of 0.3 g/cm3  and a minimum 
limit of -0.2 g/cm3 based on rock lithology 
information [15] is also included. 

The results of the Levenberg-Marquardt 
inversion are shown in Fig. 8. After 61 iterations 
with a computation time of ± 17 seconds, a model 
with an RMSE value of 0.001 mGal was obtained. 
Based on the RMSE value, it can be considered that 
the Levenberg-Marquardt algorithm is very good at 
real data inversion. The disadvantage of this 
algorithm is the influence of determining the initial 
damping parameter on the inversion convergence. 
If the determination of the initial damping 
parameters is optimum, the algorithm will be faster 
to arrive at the best solution.  

 

 
Fig. 7. An initial guessed model with staggered 
mesh 

 

 
 
Fig. 8. Levenberg-Marquardt Ungaran inversion 
model. The red triangle indicates geothermal 
manifestations 
 

The RMSE value for the iterations is shown in 
Fig. 9. It can be stated that the selection of the initial 
damping value and its changes was quite optimum 

based on the smoothness of the curve and the RMSE 
value which was close to zero before the 10th 
iteration. 

The results of the simulated annealing inversion 
are shown in Fig. 10. Simulated Annealing (SA) 
inversion was carried out with an initial temperature 
parameter of 10 and a decrease of 0.99. The 
perturbation model space is divided into 3, namely 
high density, medium density (background), and 
low density. This model space is created a priori and 
tuned to get the best model. The limitation on the 
density contrast value with a maximum limit of 0.3 
g/cm3 and a minimum of -0.2 g/cm3 is used. 

 

 
Fig. 9. RMSE vs iteration curve of Levenberg-
Marquardt Ungaran inversion model 
 

The results of the simulated annealing inversion 
are shown in Fig. 10. Simulated Annealing (SA) 
inversion was carried out with an initial temperature 
parameter of 10 and a decrease of 0.99. The 
perturbation model space is divided into 3, namely 
high density, medium density (background), and 
low density. This model space is created a priori and 
tuned to get the best model. The limitation on the 
density contrast value with a maximum limit of 0.3 
g/cm3 and a minimum of -0.2 g/cm3 is used. 

The best model with an RMSE value of 0.7 
mGal was obtained after reaching 13811 iterations 
and a computation time of ± 7 seconds. Based on 
the selected misfit tolerance value for field data, 
which is 0.1 mGal, it can be considered that the SA 
algorithm made in this study is not good enough for 
field data. This is presumably because this 
algorithm has a considerable influence on the a 
priori determination of computational parameters 
(initial temperature, model space) [12]. The level of 
the geometric complexity of field anomalies is also 
thought to affect the results of this inversion, 
whereas, in previous studies using the SA algorithm 
[13][22][23], the target model was a sedimentary 
model that its geometry is considered more uniform 
than the Ungaran volcanic model. The RMSE value 
against the iterations is shown in Fig. 11. The 
resulting iteration process towards the minimum 
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RMSE value (convergent) starts at iterations > 700, 
then starts to approach 0 at iterations > 10000. 

 

  
Fig. 10. Simulated annealing Ungaran inversion 
model. The red triangle indicates geothermal 
manifestations 

 
In the LM model, the high-density contrast is 

0.2-0.3 g/cm3, while in the SA model, the high-
density contrast is 0.15-0.22 g/cm3. High density at 
6000-13500 meters on the x-axis is interpreted as 
andesite intrusion. Meanwhile, for high density at a 
position of 21000-23000 meters on the x-axis, it is 
interpreted as an old quaternary rock with an 
andesite composition. For low-density contrast, the 
LM model is -0.1 to -0.2 g/cm3, while the SA model 
is -0.1 to -0.15 g/cm3.  

 

 
Fig. 11. RMSE vs iteration curve of simulated 
annealing Ungaran inversion model 

 
The low density is interpreted as a young quaternary 
rock composed of andesite lava [19]. The density 
contrast value produced is also assessed to be 
correlated with the appearance of geothermal 
manifestations on the surface. The absolute density 
value can be calculated from the density contrast of 
the two models, the high density is 2.89-2.99 g/cm3  
(LM) and 2.84-2.91 g/cm3  (SA), and the low 
density is 2.49- 2.59 g/cm3  (LM) and 2.54-2.59 
g/cm3  (SA). The subsurface model was found to be 
correlated with the model produced in previous 
studies by [19], [24], and [25] based on model 
geometry and density values. 
 
5. CONCLUSION 
 

Based on the inversion of synthetic data, the 
average RMSE value was 0.03 mGal with a 
correlation of 76% for the Levenberg-Marquardt 
(LM) algorithm and an average RMSE of 0.6 mGal 
with a correlation of 61% for the simulated 
annealing (SA) algorithm. Based on the inversion of 
field data, the RMSE value is 0.001 mGal for the 
LM algorithm and 0.7 mGal RMSE for the SA 
algorithm. Overall, the Levenberg-Marquardt 
algorithm is considered to be better and more stable 
in producing subsurface density models. The 
Levenberg-Marquardt (LM) and simulated 
annealing (SA) algorithms both produce models 
that represent old Ungaran rocks with a density of 
2.89-2.99 g/cm3 (LM) and 2.84-2.91 g/cm3 (SA), 
and young Ungaran with a low density of 2.49-2.59 
g/cm3 (LM) and 2.54-2.59 g/cm3 (SA).  
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