COMPARATIVE ASSESSMENT OF VARIOUS ARTIFICIAL NEURAL NETWORK TECHNIQUES FOR ESTIMATING THE SAFETY FACTOR OF ROAD EMBANKMENTS
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ABSTRACT: The slope-stability analysis is one of the most important parameters for ensuring a safe design of road embankments. Currently, various traditional approaches to computing this variable can be seen in the literature. Among them, the finite element method is considered an accurate way to define the safety factor of road embankments. Previous research has investigated the capability of artificial neural networks for rapid safety-factor estimation to overcome the long process of modeling and calculations required in the aforementioned approach. However, most of these studies have focused on a single type of neural network and did not investigate the capabilities of other approaches. Therefore, this study is intended to evaluate the performance of various artificial neural network techniques in predicting the safety factor of road embankments. Within this context, the feed-forward back-propagation, cascade forward neural networks, and general regression neural network results will be compared and benchmarked against various methods used to predict this parameter. Moreover, it is intended to report the influence of neural network architecture on the accuracy of the estimation. Generally, the study results have shown that an artificial neural network provides a rapid and accurate method for calculating road embankments' safety factors. Besides, the best neural network model achieved a coefficient of determination of about 0.91 and a root mean square error of 0.236, which proves the efficiency of this technique. Moreover, the reliability assessment by comparing the neural network models against the traditional methods has shown that they provide better agreement with the finite element technique.
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1. INTRODUCTION

One of the significant natural catastrophes is landslides which frequently occur on cut slopes alongside roadways in mountainous locations. Different incidents are documented every year in populated areas resulting in consequences to human life, harm to the existing road network, property loss, and urban growth [1]. In addition, the durability of road-cut highway slopes is crucial since even minor mistakes might result in severe financial losses and even human deaths [2]. An upward or downward inclined surface with a higher end or side than the other is called a slope [3]. The evaluation of slope stability safety factors is a routine procedure that begins by computing the factor of safety for a particular sliding surface using the technique of slices, then identifying the "crucial" surface associated with the least factor of safety connected with many potential sliding surfaces [4]. Nowadays, limit equilibrium, finite element, finite difference, discrete element, and soft computing approaches are used to determine the safety factor of natural and artificial slopes [5, 6].

Nowadays, an artificial neural network (ANN) is considered an efficient method for developing accurate estimation models for the rapid design and assessment of structural systems [7]. Over the last few decades, this approach has been applied extensively in the engineering field to solve numerical problems by constructing a model that maps the input and output of a given dataset [8]. Previously, ANN was used in various civil engineering problems, such as concrete mixtures' mechanical properties prediction [9, 10, 11, 12], damage detection [13, 14, 15], structural response estimation [16, 17, 18], soil behavior modeling [19, 20, 21]. On the other hand, multiple models using the feed-forward back-propagation neural network technique were developed for slope stability evaluation [22, 23, 24, 25, 26]. Das et al. [27] proposed a differential evolution neural network model for estimating slope safety factors. Girdab et al. [6] adopted a combination of particle swarm optimization and neural network to evaluate the seismic slope stability. Chakraborty and Goswami [28] and Erzin and Cetin [29] compared the performance of multiple linear regression to the feed-forward back-propagation neural network technique in predicting slope stability. Generally, their findings show that the ANN approach provides better results compared to the regression one. Therefore, it can be noticed that most of the studies available in the literature that focused on
predicting the safety factor of road embankment slopes were limited to using a single type ANN network known as feed-forward back-propagation and did not go into details on the efficacy of other neural network architectures. Accordingly, this study is intended to investigate the accuracy of various types of ANN in estimating the safety factor of road embankments. Feed-forward back-propagation, cascade-forward neural network, and generalized regression neural network models will be developed and optimized within the study context. Thereafter, the efficiency of each ANN architecture will be highlighted and benchmarked against the five of the most commonly used conventional methods, including the finite element approach.

2. RESEARCH SIGNIFICANCE

The present study aims to evaluate the effectiveness of different artificial neural network (ANN) architectures in predicting the safety factor of road embankments. The primary significance of this research lies in the identification of the most accurate ANN model among the examined configurations, as well as in the comparison of the ANN performance with that of traditional methods. The outcomes of this investigation have the potential to contribute to the advancement of the current state of the art in the field of road embankment stability assessment, as well as to the practical application of ANNs for this purpose.

3. MATERIALS AND METHODS

3.1 Research Methodology

Indeed, the safety factor of slopes is a critical parameter for designing road embankments [30]. Accordingly, accurate and rapid prediction of this variable is essential for expediting the procedure for designing such a structure. Nowadays, the finite element approach is considered a reliable method to accurately find the safety factor in slopes [31]. Nevertheless, this method requires a long process of modeling and computing to define the safety factor of slopes. Accordingly, this study suggests using ANNs to estimate this parameter rapidly. Indeed, previous studies have mainly focused on adopting the feed-forward back-propagation neural network architecture for slope stability estimation [32, 33, 34].

In contrast, the performance of other architectures in such prediction tasks is still unclear. Thus, this study investigates the capabilities of three different neural network models known as feed-forward back-propagation, cascade-forward neural network, and generalized regression neural network for predicting the safety factor of road embankment. Once the models are developed and optimized, their results will be compared to the traditional approaches.

3.2 Utilized Database

The data obtained for this research were from an open-source repository [35]. The dataset that will be used in this study used for training and testing the ANN models were collected from comprehensive parametric research on various road embankments' safety factors computed using the finite element approach. These synthetic cases included various heights such as 6 m, 12 m, 18 m, and up to 24 m. Table 1 shows the dataset's descriptive statistics. The database generally comprises a wide range of slope heights and angles as well as soil properties. Accordingly, the reliability of the conclusions driven from this study is ensured based on the range of data used and its sample size.

3.3 Artificial Neural Network

The artificial neural network (ANN) is an arithmetical network method based on interconnected processing elements called neurons that function in parallel to provide a result based on the defined aim. ANN was developed to digitally mimic aspects of the human brain's working neural network composed of billions of linked neurons with the ability to transmit signals to nearby neurons. In addition, ANN typically modifies strategies depending on a specific philosophy to predict the resolution of complicated challenges affected by various circumstances [36, 37].

The typical ANN architecture consists of three main components: the input layer, which contains a group of neurons used to store input data, the output layer, and the hidden layer, which, as its name indicates, cannot be viewed directly. The hidden layer consists of neurons that aid ANN in recognizing complex connections between different inputs and outputs by adding nonlinearity to the network processing architecture. Finally, the output layer is the last step where all outcomes will be stored [37].

Furthermore, various forms of neural networks, including RBF networks, multi-layer perceptron, and recurrent networks, are categorized into neural networks depending on how input moves through the network layers and, ultimately, how each network computes. The domain of the problem must determine the type of ANN that should be used. The most frequent applications of the ANN system are used in classification and regression problems. Moreover, designing an ANN model requires careful consideration of the quantity of transfer function technique, hidden layers, and hidden neurons [38].
<table>
<thead>
<tr>
<th>Output</th>
<th>Input</th>
<th>Input/Output of ANN</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Sample Size</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Standard Error of the Mean</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Standard Deviation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Variance</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Coefficient of Variation</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Sum of Squares</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Minimum</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Q1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Median</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Q3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Maximum</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Skewness</td>
</tr>
</tbody>
</table>

Table 1 Descriptive statistics of the adopted database

<table>
<thead>
<tr>
<th>Output</th>
<th>Specific Weight</th>
<th>Height of Slope</th>
<th>Friction Angle</th>
<th>CBR</th>
<th>Slope Angle</th>
<th>Varied</th>
<th>Distance</th>
<th>Feasibility Ratio</th>
<th>Death Rate</th>
<th>Fracture Angle</th>
<th>Contour Slope</th>
<th>Disturbance</th>
<th>Water Content</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
</tr>
<tr>
<td></td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
</tr>
<tr>
<td></td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
</tr>
<tr>
<td></td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
</tr>
<tr>
<td></td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
<td>288</td>
</tr>
<tr>
<td></td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
<td>313</td>
</tr>
<tr>
<td></td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
<td>123</td>
</tr>
</tbody>
</table>
The goal of this study is to establish an appropriate setting for evaluating the capacities of feed-forward back-propagation (FFBP), generalized regression neural network (GRNN), and cascade forward neural network (CFNN) for precisely recognizing and forecasting pulse-like earthquakes. Seventy percent of the total datasets were chosen at random to train the ANN, and the remaining thirty percent were split into two groups of fifteen percent each for testing and validation. Additionally, a hidden layer ANN was created as an initial model for each ANN technique required. Through trial and error, different numbers of neurons were evaluated, and finally, inaccurate discrepancies were discovered. The same procedure was repeated for each hidden layer until a tiny error was identified; the performance of each ANN model was evaluated using multiple error analysis techniques. A common ANN model for the industrial sector is feed-forward back-propagation, as shown in Fig. 1. This training method involves changing the connection weights and biases. The typical process for determining output results from a collection of input data using hidden layers is multiplying each input value by its corresponding weights and adding a bias to this summing. Additionally, a nonlinearity function (activation function) modifies the result and distributes it to the next layer (output layer).

![Fig.1 Representation of general architecture of the FFBP network](image)

Figure 2 represents a cascade-forward neural network (CFNN) that is close to FFBP. The input layer coincides with the predicted input data, and then the weights are adjusted for each deep learning model. The previous results are linked to the input results, and the weights are adjusted adequately after comparing the input layer values with the values of the hidden nodes [39]. The CFNN provides extremely accurate and efficient outputs for most scenarios. Therefore, the results obtained from CFNN networks are significantly more precise than those obtained from FFBP networks. Since the CFNN structure integrates the input layer and output layers. Furthermore, the additional connections may accelerate the network's learning targeted correlation [40, 41].

![Fig.2 Schematic diagram of general architecture utilized in CFNN](image)

The illustration in Figure 3 is the input, summation, pattern, and output layer of the generalized regression neural networks (GRNN). The fundamental difference between the GRNN and both the FFBP and CFNN is the network's design since the GRNN consists of four layers. Each specific operating parameter is set for every node in the input layer and is linked to the second pattern layer. Therefore, each unit presents a different training pattern. The output measures the variation for the input and recorded patterns in the learning pattern. S takes the sum of outputs, and D calculates the unadjusted outputs of the pattern layer. Therefore, each pattern neuron in the pattern layer will be coupled with both S and D synapses in the summing layer [42]. As a result of the summing and output layers, the output set pattern neurons are normalized.

![Fig.3 An illustration of the architecture applied in the GRNN algorithm](image)

3.4 Model Development Strategy

Figure 4 outlines the method used in this study to develop the neural network models. Initially, the data is divided into testing (30%) and training (70%). Then, a series of hyperparameters (neural network parameters) is defined for each neural network model. Once the models are developed and their parameters are tuned, numerous metrics are utilized to analyze the technique's accuracy and
benchmark it against the code-based method.

Fig. 4 Illustration of the approach used for optimizing the neural network models

3.5 Performance Assessment of the Models

The performance of the ANN models will be investigated by the goodness-of-fit coefficient of determination, Eq. 1, and the error performance through the root mean square error (RMSE), Eq. 2, and mean absolute error (MAE), Eq. 3.

\[ R^2 = 1 - \frac{\sum (x_i - y_i)^2}{\sum (x_i - \bar{x})^2} \]  

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum (x_i - y_i)^2} \]  

\[ \text{MAE} = \frac{1}{n} \sum |y_i - \bar{y}_i| \]

where \( x_i \) is the measured value, \( \bar{x} \) is the average of the measured values, \( y_i \) is the estimated value, \( \bar{y}_i \) is the average of the predicted values, and \( n \) is the number of observations.

![Fig. 5 Significance of the various parameters on the slope safety factor](image-url)
4. RESULTS AND DISCUSSIONS

As previously stated, ANN models predict the road embankment safety variables, and this research assesses the various ANN models. Thus, as illustrated in Figures 5, the impact of every given parameter in the ANN model on the slope safety factors was examined.

The elevation of the road embankments has the strongest correlation, as observed in this case (Pearson’s correlation coefficient). Other strong relations include soil cohesion, CBR, friction angle, and dilatancy angle. In contrast, the weakest correlation with the safety factor was obtained for the deformation modulus. Similar results to Pearson’s correlation coefficient can be shown for the case of the statistical significance (P-Value).

In fact, the training, testing, and overall results of the neural network models are compared in Figure 6, and their corresponding residuals with respect to the finite element method are shown in Figure 7. It can be seen that the performance of the CFNN model was slightly better than that of the FFBP. Moreover, the results of the FFBP and CFNN models are considerably better than that of the GRNN approach for the testing dataset.

On the other hand, the GRNN showed significantly higher accuracy than the other model in the case of the training dataset. This fluctuation in the model’s performance can be attributed to the GRNN model’s overfitting issues. Similar trends can be observed in the statistical visualization of the safety factor, as shown in Figure 8. The goodness-of-fit and error values of the developed models are given in Table 2 for each dataset. In general, the CFNN achieved the highest overall $R^2$ value compared to the FFBP ad GRNN. Moreover, the overall RMSE value of the CFNN was 3.7% and 49.2% lower than that of the FFBP and GRNN models, respectively. Nevertheless, the MAE of the GRNN model was the best among others, even though the $R^2$ and RMSE values revealed a worse performance. These results can be attributed to the weakness of the MAE metric in detecting the overfitting issues compared to the other cases.

On the other hand, the results for the training and testing datasets in the FFBP and CFNN were similar, reflecting that these models can prevent the overfitting of the data. On the other hand, the $R^2$ value is below 0.9 for most cases; however, for the best one, in the case of testing the model, it was 0.912, which proves that the model has a good fitting rate. Also, the reported error is very low compared to the average safety factor, as the MAE is about 0.18 for the testing case of the best model, and the average safety factor is 2.304, which means that the error is less than 8%.

Finally, a comparison between the ANN models against five of the most used approaches for computing the safety factor of road embankments is shown in Figure 9. Indeed, these models are all benchmarked against the finite element method since it provides the most reliable source of accuracy. It can be seen that the FFBP and CFNN achieved the best matching with the finite element ones, especially for the range of data between the
first quartile and third quartile.

![Graph showing residuals of the investigated models with respect to the finite element-based safety factor.](image)

Fig.7 Residuals of the investigated models with respect to the finite element-based safety factor

In contrast, even though the GRNN technique achieved a significantly good matching with the finite element method, its results suffer overfitting problems, as stated above, and thus are unreliable. On the other hand, models such as the Fellenius and Janbu have the highest deviation from that of the finite element methods. Moreover, FFBP and CFNN models were better than the Bishop and Morgensten-Price methods. Therefore, it can be concluded that a well-trained CFNN (since it had better overall performance compared to the FFBP) model can replace traditional alternatives by means of reaching an accuracy close to the finite element method while still offering a considerably rapid estimation of the safety factor compared to using the finite element method.

![Comparison between statistical distributions of the investigated models.](image)

Fig.8 Comparison between statistical distributions of the investigated models

5. CONCLUSION

In conclusion, this research rapidly assesses the capability to predict road embankment safety variables using various ANN algorithms. Hence, the results were compared against finite element methodology, in this case, three of the most used neural network methods. In general, the results demonstrate that the FFBP and CFNN models outperform the GRNN model in terms of accuracy. Furthermore, the GRNN does not infer high-reliability results, and it was discovered that the FFBP and CFNN deliver dependable findings. Although previous studies have mainly adopted the FFBP method for predicting the safety factor of slopes, this study shows that the GFNN method...
achieves better overall goodness-of-fit and error metrics than the FFBP.

On the other hand, it was shown from the comparison with traditional models that the FFBP and GFNN have the best matching with the finite element outcomes compared to very commonly used techniques such as Fellenius and Bishop methods. This means that the ANN technique shows a suitable and high accurate alternative to the finite element method when rapid estimation is needed.
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