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ABSTRACT: A household car ownership modeling is crucial in understanding the impact on an individual’s 
or a family’s travel behavior in traveling demand analysis.  Trips or tours as a unit of analysis can be used in 
the modeling of car ownership demand for analyzing travel needs. Machine learning is widely used to describe 
a car owner’s decision since the machine learning model was specifically designed to give more accurate 
predictions through a variety of mechanisms. This research presents car ownership modeling using two types 
of machine learning models, including decision trees and neural networks. The impacts of socio-demographic 
attributes on household car ownership demand are discussed and compared against these two models after 
adding the main attributes of variables from tour-based models. Data was collected from 2,015 households 
surveyed in Khon Kaen Province, Thailand, conducted in 2015. The outcomes indicate that the machine 
learning model can be used to predict household car ownership. It also found that when using the default 
parameters across all datasets, whereas the neural networks provide a more accurate result than the decision 
tree algorithm. However, in cases where the household car ownership prediction from the dataset with add 
attributes of the key variable used in tour-based models. In that case, the neural networks algorithm would give 
a prediction accuracy that corresponded to results as found from the prediction using a dataset with only the 
household's socio-demographic attributes.   
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1. INTRODUCTION 
 

A household car ownership model is essential 
for traveling demand analysis since it plays a 
significant role in the process of transportation 
planning. The model has been widely used as a 
critical factor to understand the impact on an 
individual’s or a family’s traveling behavior [1], 
such as a trip-based model, which is part of the 
aggregate models. In a trip-based model, this 
household car ownership model has impacts on a 
choice of trip frequency and destination choice for 
each trip – e.g., a home-based trip (HB) or a non-
home-based trip (NHB). Moreover, the model also 
impacts on the trip mode choice, which leads to 
either work-activity destinations or non-work 
activity destinations [2,3]. In the case of tour-based 
and activity-based models, the household car 
ownership model encourages a tour generation 
related to a primary destination choice of a tour type 
and a trip mode choice of a tour [4,5]. 

Higher demand for car ownership demand 
encourages more trips and also generally 
proficiency in creating more numbers of trips 
chaining. Particularly in the case of a developing or 

expanding town, many individuals seem to travel by 
private cars, since it is more convenient and flexible 
for them [6]. Subsequently, increased use of private 
vehicles impacts to air quality and can lead to health 
problems [7,8]. In 2010, 14% of all air pollution 
was from the transport sector; therefore, the 
transport sector is a significant aspect of creating air 
pollution in the world [9]. As a result, an 
understanding of the number of cars that each 
household want to own and the operating variables 
on the car ownership in each family is necessary for 
analysis on the individual’s traveling demand and 
the planning of transportation investment and 
policy. 

Generally, a household uses as a unit of 
decision-making in disaggregate auto ownership 
model. The model assembles all the homes and uses 
them to predict car ownership demand at a traffic 
analysis zone (TAZ). In particular, this model 
contains more behaviors structurally compared to 
the aggregate models [10], and it can better detect a 
causal relationship between the ownership demand 
factors and the car ownership level [11,12]. 
Accordingly, this disaggregate model is a popular 
method used to create a car ownership demand 
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model. However, the variables to show household 
auto ownership are mostly categorical variables, so 
the disaggregate auto ownership models widely use 
a discrete choice analysis (DCA) technique, to 
estimate car ownership [13]. 

Meanwhile, a multinomial logit (MNL) model 
is a model with a discrete choice analysis technique 
based on a random utility maximization principle 
that has been broadly used to estimate car 
ownership demand [14]. This model is the most 
applicable due to its simple structure and the short 
period of estimation [15]. However, the MNL 
model is unable to be used when the IIA 
(Independence from Irrelevant Alternatives) does 
not exist. Namely, the ratio of choice probabilities 
between any two choices should not depend on 
other options or not depend on increasing or 
decreasing the number of options [16,17]. 

Limitations of a discrete choice model can 
overcome by machine learning models, such as 
decision trees (DT) and neural networks (NN) 
algorithms, which are accessible and state-of-the-
art approaches [18,19]. Machine learning models 
were created to provide a more accurately predicted 
result, decreasing prediction error instead of 
estimation error. That is, the model becomes more 
effective when predicting unseen data. 
Additionally, the machine learning models provide 
more advantages than discrete choice techniques, 
e.g., an ability to create a non-linear system as an 
extremely complicated relationship within an 
individual’s behavior. In terms of model 
development, it is unnecessary to define a model 
structure in advance. There is no need to establish 
an Independence of Irrelevant Alternative (IIA), so 
it is possible to reduce an incompatibility between 
the model structure and the analytical data [20,21]. 
Therefore, this research investigates the capability 
and performance of car ownership demand 
modeling of two widely used data mining methods: 
decision trees (DT) and neural networks (NN), with 
three answer classes: 0, 1, and 2+. Moreover, this 
research aims to provide an increase in the 
efficiency of predictions for car ownership 
modeling, by adding the main attributes of variables 
of each area types from tour-based and activity-
based models, such as primary destination location 
and tour type, etc., in addition to the household 
engineering attributes alone. 

This research was prepared in the fifth section 
(the first being this introduction). The second 
portion is an explanation of the machine learning 
models. The third section presents the area of study 
and experimental design. The fourth section 

provides outcomes and discussion. Lastly, the 
conclusion and suggestions for further research will 
be discussed in the fifth section. 

 
2. METHODS  
 

The modeling procedure began by converting 
raw data into variables or predictors. During this 
stage, data were categorized into socio-
demographic engineering attributes, tour attributes, 
and zone attributes (household income size, tour 
type, and a primary destination, etc.). The variables 
were then used to create and test the performance of 
the car ownership demand model with three answer 
classes (0, 1, 2+) using a cross-validation method. 
The first ten variables with optimized weight were 
primarily considered.   

The key indicator of the model’s performance 
was the accuracy derived from the confusion matrix 
table, a square table with dimensions equal to the 
number of answer classes. For instance, if there 
were two classes (“Yes” or “No”), the table would 
have a dimension of 2x2, where the class in the 
columns included the actual answers while the class 
in the rows were the predicted answers. From the 
table, the accuracy value was a ratio between the 
correct predicted value (on a diagonal cell) and the 
total predicted values. However, there were other 
vital indicators available, such as precision, recall 
or individual match rate, and F-measure. 

 
2.1 Machine Learning Models 
 

In the case of the disaggregate models, the 
discrete choice theory was widely applied to make 
a transportation plan. By this conceptual framework, 
the individual’s travel decision-making would be 
simulated from the utility-maximizing choice of the 
available choice set. This method was also used for 
and applied to design a transportation plan, 
especially for the trip mode choice and destination 
choice. This could additionally be applied to the car 
ownership demand model. Nevertheless, there are 
still some advanced problem-solving techniques 
purposively developed to the problem of the car 
ownership demand model, such as decision trees 
and neural networks that are algorithms of the 
machine learning models (ML). 

The machine learning method, as previously 
mentioned, was developed to provide more accurate 
predictions, e.g., the car ownership demand 
prediction. From a statistical perspective, the 
machine learning method is an automated 
exploratory analysis on a large dataset. The 
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engineering attribute of the machine learning 
method does not need changing the data format, as 
is required for the discrete choice modeling. Indeed, 
the machine learning model (ML) is commonly a 
non-linear model that uses cross-validation to create 
and test the performance of the model to obtain a 
high-performing model that is applicable in 
predicting unseen data. 

 
2.1.1 Decision Trees 
 

Decision trees (DT) are one method of machine 
learning that has been widely used since they were 
able to interpret and simplify data. This model is 
created by averaging repeated attribute partitioning. 

At each level of the tree or the root node, the 
algorithm calculates the Information Gain Ratio 
(IG) of each attribute or feature, comparing them 
with the answer classes to find the highest IG as the 
root of the decision tree. To be exact, those 
attributes can classify the data sample for the 
modeling to derive similar answer classes as much 
as possible. This process continues to the last node, 
or leaf node, and classifies all data samples into 
different sub-sets with similar answers before 
completion. Once finished, the decision tree can 
finally be built. 

Alternatively, this decision tree is like an order 
of the data classification to create a suitable “If-
Then” rule from the root node to the leaf node. This 
rule will describe all data samples. To avoid an 
overfitting problem, the tree will be typically 
pruned to prevent leaf growth, where more leaves 
mean more possible errors in the prediction 
procedure. This pruning method makes the tree 
more useful in predicting a decision-making 
structure. 

 
2.1.2 Neural Networks 

 
Neural networks (NN) were simulated from the 

human brain and function as complex, nonlinear 
and parallel computers. This neural network is a 
processing element that transfers data between the 
input and output through either linear or nonlinear 
mapping. This neural network is being broadly used 
to solve transportation problems, such as traffic 
forecasting, traffic control, evaluation of traffic 
parameters, maintenance of transport infrastructure, 
transport policy and economics, driver behavior and 
autonomous vehicles. 

When compared with discrete choice analysis 
(DCA), a neural network uses the relationship and 
error correction as a critical mechanism to identify 
a problem or relationship. Alternatively, the 

multinomial logit (MNL) model with a discrete 
choice analysis is based on the random utility 
maximization principle. In practical terms, the 
neural network works with simple steps in which a 
node or neuron receives an input signal from other 
factors or nodes and then assembles those signals. 
Those input signals entering this cell will be 
inhibited or activated with the weight of each 
connecting line, with either a positive or negative 
charge, respectively. After the input signals are 
assembled, the result is an input for the activation 
function and is later sent out as an output. 

A neural network contains several hidden 
layers; each layer is hidden with a node or neuron 
with different activation functions. The neural 
network structure for the data classification 
problem of transportation is in the topology or 
architecture form, and the most popular style is the 
multilayer feedforward network. The advantage of 
this neural network is that it can solve data 
classification problems and non-linear multi-
dimensional pattern recognition. 

In this research, the researchers decided to use 
the multi-layer feed-forward neural network with 
one hidden layer for the household car ownership 
prediction; the node number on the hidden layer is: 
(number of attributes + number of classes) / 2 + 1). 
 
3. DATA 
 

The Faculty of Engineering at Khon Kaen 
University launched a survey on the traveling 
behavior of households living in the Khon Kaen 
Municipality Zone, under the study on the 
suitability of the engineering, economic, financial, 
and environmental impacts of the 2015 Khon Kaen 
expressway master plan.  

The population was randomized as the 
questionnaire was concerned with household travel 
information. The data collection was conducted 
with face-to-face interviews with family members 
from 2,015 households of 73 traffic analysis zones 
(2% of the total homes in the target area). These 
traffic analysis zones were classified based on the 
GIS database; the area types were based on 
residential density [22] and could be classified into 
four types including 1) Central Business District 
(CBD); 2) urban areas; 3) suburban areas; and 4) 
rural areas, as illustrated in Fig.1 These area types 
represented the attributes of each traffic zone and 
were used to define the kinds of tour origin and the 
primary destinations of each tour. 
 
3.1 Pre-Processing  
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The survey data consisted of both the household 

and the individual data while their socioeconomic 
data was used to define the engineering attributes 
concerned with the socio-demographic attributes 
and zone attributes. Personal travel information 
from each household types around the target area 
was used to create a tour [23] and to define the 
variables of the tour and accessibility attributes, as 
presented in Table 1. 

 

 
 

Fig.1 Area types in the Khon Kaen municipality 
zone (Thailand). 

 
Table 1 Explanatory variables. 
 

Socio-demographic attributes 
No. Variable1 Values 
1. Gender Male; female 
2. Type of 

dwelling 
Detached house; 
commercial buildings; 
townhouse; 
condominium/flat, etc. 

3. HHT# Two categories of 
worker vs. non- worker 
variable and two groups 
of dwelling type 

4. Income 
15(15Baht*1000) 

No income; 0.001-2.5; 
2.501-5.0; 5.001-7.5; 
7.501-10; 10.001-15; 
15.001-20; 20.001-25; 
25.001-30; 30.001-40.; 
40.001-50; 50.001-75; 
75.001-100; 100.001-
150; >150 

5. Employment 
status 

A number of full-time 
workers in the HH; 
Non-workers; Self-
employed; Students; 
etc. 

6. Apptype Number of CEOs; white 
collar; blue collar; red 
collar; pink collar; 
student, etc. 

7. Kids Number of children in 
HH 

8. HHS Household size 
9. Age <6; 7-19; 20-39; 40-59; 

60-79; >80 
Zone attributes 
10. Areatype CBD (central business 

district); urban; 
suburban; rural 

11. PoDwell Percentage of detached 
houses 

12 PHHSlow2 PHHS1to2; PHHS3to4; 
PHHS5to6 

Tour attributes 
13. Tour type 1: 1 (more) stop; 0: no 

stop 
14. Numb trip Number of trip 

segments within each 
tour 

15. Main Mode Car; motorcycle; motor 
tricycle; minibus; train; 
bicycle; walking; other 

Accessibility attributes 
16. Accessibility3 Acci; aij time 

Note: 1The variables comprising many groups, such 
as socio-demographic attributes, area type are a 
measure of the intensity of development in an area 
and reflection of the density of employment and 
residents in each zone, tour attributes, and 
accessibility attributes. These variables were used 
to create and test the performance of the models. 
2Percentage of the household size (HHS) with 2, 4, 
6 family members and an average income was lower 
than 15,000, 30,000, and 50,000, respectively. 
3Accessibility measure indicates the effort of a 
commuter to overcome the spatial and timing 
separation between zones. Acci represents the 
average travel time between location i and a random 
location within the area; aij is the free flow travel 
time between traffic zones i and j [24]. 
 

Based on the data analysis, 33.6% of the 
households started their tour from a suburban area, 
28.0% started from CBD, 21.7% started from an 
urban area, and 16.7% started from a rural area. 
From the target area, it was found that 18.0% of the 
households did not own a car, 47.8% owned one 
car, and 34.2% owned two or more cars.  

When considered separately by household types 
(HHT#) based on two variable groups, a number of 
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employed compared to unemployed household 
members, and another two variable groups from the 
kinds of dwelling -  commercial buildings, 
townhouses, condominiums, or flats and detached 
houses - they could be classified into four types. 
The household type with the maximum number was 
families with the number of employed members 
equal to or higher than the number of unemployed 
members. In terms of the dwelling type, these 
households lived in detached houses (HHT3). 
Nearly 50% of the members in this household type 
owned one car, and the remainder owned two or 
more cars or zero cars, respectively. The next 
household type had the number of employed 
members equal to or higher than the number of 
unemployed members, but these households lived 
in commercial buildings, townhouses, 
condominiums, or flats (HHT1). More than 50% of 
the members in this household type owned one car, 
and the rest owned two or more cars or zero cars, 
respectively. When considering the data based on 
tour origin, suburban areas were the tour origin of 
most families with the number of employed 
members equal to or higher than the number of 
unemployed members, and all members lived in 
detached housing with one or more cars. Rural areas 
were where family members owned zero vehicles. 
In terms of suburban areas, most households had 
two family members with an average yearly income 
of 25,000-75000 baht, which could increase to 
100,000-150,000 baht if the households had 
additional employed family members. Still, most of 
the households with three family members in the 
tour origin earned, on average, 15,000-100,000 
baht. 

Meanwhile, the central business district (CBD) 
was the starting area for most of the households 
with the number of employed members equal to or 
higher than the number of unemployed members 
but lived in commercial buildings, townhouses, 
condominiums, or flats and owned zero, one, and 
two or more cars. In the case of the CBD, most 
households had four family members with an 
average income of 15,000-150,000 baht that could 
increase to 200,000 if they had an additional 
member. However, most of the households with 
five family members in this household type earned 
an average of 20,000-200,000 baht per year. 

In general, the data analysis indicated that the 
households with the number of employed members 
higher than unemployed members were significant 
for the traveling demand analysis and the prediction 
on the household car ownership demand. To be 
exact, when the family increases in size, the 
household income increases according to the 
number of employed members in that family. 

 
3.2 Experiment 
 

The experiment included the use of the surveyed 
data to test whether the machine learning models, 
including the decision tree (DT) and neural network 
(NN), could provide precise and accurate results for 
the household car ownership prediction when Zone 
attribute variables, Tour attribute variables, and 
Accessibility attribute variables correctly added for 
each area types, in addition to socio-demographic 
attributes alone. To avoid, an overfitting problem, 
k-folds cross-validation method was applied to 
create and test the performance of those models. 

The data set was collected from an individual’s 
information and later converted into household 
level data. Specifically, the machine learning 
automatically selects the variables and assembles 
them as much as possible. However, in this 
research, only the first ten variables with optimized 
weights were considered.  

Accordingly, this research explored not only the 
demographic parameters, which mostly reflected 
the household’s car ownership of both decision trees 
and neural network algorithms, it also compared the 
data to indicate the contrast between those two 
models after the addition of more attributes of 
critical parameters. In this research, two datasets 
were built, including ML1, or the household car 
ownership data based on the household’s attributes 
and socio-demographic attributes; and ML2 dataset, 
which included Zone attribute variables, Tour 
attribute variables, and Accessibility attribute 
variables. These two datasets have shown in Table 
1, where the unavailable value (NA) was already 
validated and deleted. 

During the processing step of ML1, the data 
normalized, and their optimized weights selected 
the first ten variables. This data was used to create 
and test the model by a cross-validation method 
where the accuracy was the key indicator of the 
model’s performance. For the second phase of the 
experiment, ML1 has used again, but only the first 
ten variables with the optimized weights combined 
into ML2 including Zone attribute variables, Tour 
attribute variables, and Accessibility attribute 
variables. Later, these data were normalized, and 
the first ten variables with optimized weights were 
selected again for ML2 to create and test the 
model’s performance, still using cross-validation. 
Finally, the accuracy of each household’s car 
ownership model derived from the decision tree, 
and neural network algorithms from both sets (ML1 
and ML2) was compared using the t-statistic with a 
significance level set at α = 0.05. 
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At every stage, RapidMiner Studio Educational 
8.2.000 used as a software tool for all machine 
learning models with default parameters from both 
the decision tree and neural network algorithms. 
 
4. RESULTS ANALYSIS 

 
The two datasets were used to create and test the 

performance of the household car ownership model 
using machine learning models. The accuracy of 
those models was compared using a t-statistic value 
with a significance level set at α = 0.05. 

 
4.1 Prediction from ML1 

 
The results from ML1 were based on the first ten 

variables of optimized weights, selected from 
household’s socio-demographic attributes. These 
variables similarly corresponded to previous studies 
on household car ownership demand models [7] 
[12], such as dwelling type, household income, 
number of employed and unemployed members in 
a household, occupation, number of children and 
students in a household, household sizes, number of 
people within an age category, and type of 
household. These were used to analyze the 
relationship between the variables and the results of 
the modeled prediction. 

There was still an imbalanced answer class 
amongst those household data within the target 
area. To be precise, this included 18.0% with zero 
car ownership, 47.8% with ownership of one car, 
and 34.2% with ownership of two or more cars. In 
detail, the CBD households contained 16.4% of 
zero car ownership, 49.1%, of ownership of one car, 
and 34.5% of ownership of two or more cars; the 
urban area household contained 16.8% of zero car 
ownership, 44.8%, of ownership of one car, and 
38.4% of ownership of two or more cars; suburban 
area households contained 16.1% of zero car 
ownership, 49.6%, of ownership of one car, and 
34.3% of ownership of two or more cars; rural area 
households contained 26.1% of zero car ownership, 
46.1%, of ownership of one car, and 27.8% of 
ownership of two or more cars. 

The results presented in Fig.2 and Tables 2 and 
3 indicate the prediction accuracy from each model 
and the individual and aggregate match rates of the 
prediction in each answer class, derived from the 
confusion matrix table.  

The individual and aggregate match rates are 
used to evaluate and compare the car ownership 
modeling performance of the machine learning 
models, on individual and aggregate levels. The 

individual match rate is the ratio of the number of 
correctly predicted individual observations for one 
answer class to the total number of the actual 
observations chosen in this class. The aggregate 
match rate is defined as the ratio of the number of 
correctly and incorrectly predicted observations for 
one answer class to the total number of actual 
observations chosen in the answer class. 

In the case of ML1, when the accuracy of the 
household car ownership prediction used as a key 
indicator, the neural network algorithm gave more 
accurate results than did the decision tree algorithm 
in all datasets, as presented in Fig.2 and Table 2, 
with an accuracy of the neural network and decision 
trees algorithms of 0.553 to 0.660 and 0.482 to 
0.622, respectively. 

This result was an exception for the households 
with the tour origin from rural areas, where the 
accuracy was not significantly different (NN with 
accuracy 0.623; DT with accuracy 0.602). 
Nevertheless, according to the confusion matrix 
with the answer class of zero cars and two or more 
cars in Table 3, the neural network algorithm 
provided more accurate (37.0 % and 65.3%) results 
than did the decision tree algorithm (24.2 % and 
49.8%) based on the individual match rate. Even 
though the answer of one car for the neural network 
algorithm seemed to show a lower individual match 
rate than the decision tree algorithm, this answer 
class of the decision tree algorithm still contained a 
higher aggregate match rate. Indicated that, at this 
answer class, the decision tree algorithm could not 
separate the 1 car answer from the other answers 
class (0 Car and 2+ Cars). 

 

 
 
Fig.2 Performance measures for ML1 in each area 

types by NN and DT algorithms. 
 
4.2 Prediction from ML2 

 
ML2 was a dataset which added the main 

attributes of variables used in both tour-based and 
activity-based models from Table 1 in order to 
derive more accurate prediction result, such as 
origin or destination area types, percentage of 
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detached houses in each zone, percentage of the 
household with low average income within each 
zone; these were the variables involved with zone 
attributes. Moreover, the tour attribute variables 
included the number of trip segments within each 
tour, the primary mode of the tour, and tour type, as 
well as the accessibility variables including travel 
time between zones within the tour. These variables 
added to ML1 with only the variables used for the 
modeling. When these data were combined, the first 
ten variables with the optimized weights were 
selected to create and test the performance of those 
models again. 
 
Table 2 Comparison of performance vectors from 

NN and DT algorithms for ML1 using 
significance test (T-test). 

 

Total dataset 
NNML1 DTML1 

0.551 0.482 
NNML1 0.551     
DTML1 0.482     

CBD is tour origin NNML1 DTML1 
0.660 0.552 

NNML1 0.660     
DTML1 0.552     

Urban is tour origin 
NNML1 DTML1 

0.657 0.506 
NNML1 0.657     
DTML1 0.506     

Suburban is tour 
origin 

NNML1 DTML1 
0.641 0.506 

NNML1 0.641     
DTML1 0.506     

Rural is tour origin 
NNML1 DTML1 

0.623 0.602 
NNML1 0.623   0.323 
DTML1 0.602     

Note: Values with colored background are less than 
α=0.05, which indicates a likely significant 
difference between the actual mean values.  
NNML1 = Neural networks algorithm with ML1, 
DTML1 = Decision trees algorithm with ML1  
 

The results from ML2 are illustrated in Fig. 3 
and Table 4, with an accuracy of the neural network 
and decision trees algorithms of 0.548 to 0.654 and 
0.478 to 0.504, respectively. Table 4 with the 
default parameter, the neural network algorithm 
demonstrated more accurate results than the 
decision tree algorithm in all datasets. When 
comparing the accuracy of ML1 and ML2 from the 
neural network algorithm, the result found as 

presented in Table 5. In terms of the total dataset, 
the prediction performance on the household car 
ownership demand from those two datasets was 
similar. When individually considering the tour 
origin area types, urban area types similarly 
demonstrated accurate results. Namely, the model 
could identify the answer class in a similar amount 
from any dataset used for the modeling. Still, the 
confusion matrix (Tables 6 and 7) of ML2 still 
shows some classes where the individual match rate 
was higher than that of ML1. Therefore, it can be 
concluded that some variables of zone attributes, 
tour attributes, and accessibility attributes could 
identify the answer classes better. 
 
Table 3 Confusion matrices generated by the NN 

and DT algorithms for ML1 (a rural area is 
tour origin). 

 

NN 
Accuracy 
(62.3 %) 

Actual class 
I 

(%) 
A 

(%) 
0 

Car 
1 

Car 
2+ 

Cars 
211 373 225 

Pr
ed

ic
te

d 
cl

as
s 

0 Car  78 37 20 
37.
0 

64.0 
135 

1 Car  79 279 58 
74.
8 

111.5 
416 

2+ Cars  
54 57 147 

65.
3 

114.7 
258 

DT 
Accuracy 
(60.2 %) 

Actual class 
I 

(%) 
A 

(%) 
0 

Car 
1 

Car 
2+ 

Cars 
211 373 225 

Pr
ed

ic
te

d 
cl

as
s 

0 Car  51 12 2 
24.
2 

30.8 
65 

1 Car  156 324 111 
86.
9 

158.4 
591 

2+ Cars  
4 37 112 

49.
8 

68.0 
153 

Note: I = Individual match rate, A = Aggregate 
match rate, NN = Neural networks algorithm, DT = 
Decision trees algorithm 

 
In terms of the prediction accuracy of CBD, 

suburban, and rural area types (Table 5) showed 
significant differences in their prediction 
performance, indicating that adding more attributes 
of the variables used for both tour-based and 
activity-based models into ML1 did not improve the 
predicted result. Despite the unimproved result, 
some variables of zone attribute, tour attribute, and 
accessibility attribute surprisingly demonstrated a 
significant weight and became the key variables that 
perfectly reflect the household car ownership 
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demand, rather than the variables selected from 
ML1 for the modeling. 

 

 
 
Fig.3 Performance measures for ML2 in each area 

type by NN and DT algorithms. 
 
Table 4 Comparison of performance vectors from 

NN and DT algorithms for ML2 using 
significance test (T-test). 

 

Total dataset NNML2 DTML2 
0.548 0.478 

NNML2 0.548     
DTML2 0.478     

CBD is tour origin NNML2 DTML2 
0.600 0.504 

NNML2 0.600     
DTML2 0.504     

Urban is tour origin NNML2 DTML2 
0.654 0.494 

NNML2 0.654     
DTML2 0.494     
Suburban is tour 

origin 
NNML2 DTML2 

0.586 0.497 
NNML2 0.586     
DTML2 0.497     

Rural is tour origin NNML2 DTML2 
0.562 0.496 

NNML2 0.562     
DTML2 0.496     

Note: Values with colored backgrounds are less 
than α=0.05, which indicates a likely significant 
difference between the actual mean values.  
NNML2 = Neural networks algorithm with ML2, 
DTML2 = Decision trees algorithm with ML2 
 
Table 5 Comparison of performance vectors from 

NN algorithms for ML1 and ML2 using 
significance test (T-test). 

 

Total dataset 
NNML1 NNML2 

0.551 0.548 

NNML1 0.551    0.782 
NNML2 0.548     

CBD is tour origin 
NNML1 NNML2 

0.660 0.600 
NNML1 0.660     
NNML2 0.600     

Urban is tour origin NNML1 NNML2 
0.657 0.654 

NNML1 0.657   0.873  
NNML2 0.654     

Suburban is tour 
origin 

NNML1 NNML2 
0.641 0.586 

NNML1 0.641     
NNML2 0.586     

Rural is tour origin NNML1 NNML2 
0.623 0.562 

NNML1 0.623     
NNML2 0.562     

Note: Values with colored background are less than 
α=0.05, which indicates a likely significant 
difference between the actual mean values.  
NNML1 = Neural networks algorithm with ML1, 
NNML2 = Neural networks algorithm with ML2 
 
Table 6 Confusion matrices generated by the NN 

algorithms for ML1 and ML2 (Total 
dataset). 

 
NN 

Accuracy
; ML1 

(55.11 %
) 

Actual class 

I 
(%) 

A 
(%) 

0 
Car 

1 
Car 

2+ 
Cars 

874 2321 1657 

Pr
ed

ic
te

d 
cl

as
s 

0 Car  125 75 13 14.3 24.4 
213 

1 Car  548 1476 571 63.6 111.8 
2595 
2+ 

Cars  201 770 1073 64.8 123.4 
2044 

NN 
Accuracy

; ML2 
(54.78 %

) 

Actual class 

I 
(%) 

A 
(%) 

0 
Car 

1 
Car 

2+ 
Cars 

874 2321 1657 

Pr
ed

ic
te

d 
cl

as
s 

0 Car  208 140 25 23.8 42.7 
373 

1 Car  528 1585 767 68.3 124.1 
2880 
2+ 

Cars  138 596 865 52.2 96.5 
1599 
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Note: I = Individual match rate, A = Aggregate 
match rate, NN = Neural networks algorithm 
 

Considering the household level data of each 
target area, the household type (HHT#), a variable 
involved with the socio-demographic attributes of 
the households living in urban areas and rural areas, 
had some impact on the model’s performance for the 
household car ownership prediction on both ML1 
and ML2. Hence, this research purposively 
discussed only the household level data (HHT1 and 
HHT3) from urban and rural areas. These 
household data were used to create the model, and 
the results presented in Fig. 4. 
 
Table 7 Confusion matrices generated by the NN 

algorithms for ML1 and ML2 (urban is 
tour origin). 

 
NN 

Accuracy
; ML1 

(65.75 %
) 

Actual class 

I 
(%) 

A 
(%) 

0 
Car 

1 
Car 

2+ 
Cars 

177 472 405 

Pr
ed

ic
te

d 
cl

as
s 

0 Car 19 29 14 10.7 35.0 
62 

1 Car  132 389 106 82.4 132.8 
627 
2+ 

Cars  26 54 285 70.4 90.1 
365 

NN 
Accuracy

; ML2 
(65.37 %

) 

Actual class 

I 
(%) 

A 
(%) 

0 
Car 

1 
Car 

2+ 
Cars 

177 472 405 

Pr
ed

ic
te

d 
cl

as
s 

0 Car 39 29 16 22.0 47.5 
84 

1 Car  104 375 114 79.4 125.6 
593 
2+ 

Cars  34 68 275 67.9 93.1 
377 

Note: I = Individual match rate, A = Aggregate 
match rate, NN = Neural networks algorithm 
 

Obviously, in the case of HHT1 in urban areas, 
the neural networks algorithm demonstrated more 
accurate results than did the decision tree algorithm 
for both datasets (ML1 and ML2). However, both 
algorithms showed a similar effect for the same data 
from rural areas. In the case of HHT3 in urban 
areas, the neural network algorithm showed more 

accurate results than did the decision tree algorithm 
for ML2. In contrast, for ML1, both algorithms 
showed a similar result. Notably, in the case of 
HHT3 in rural areas, both the neural network and 
decision tree algorithms showed the same effect for 
ML2, but the neural network algorithm significantly 
demonstrated more accurate prediction than did the 
decision tree algorithm for ML1. By comparing the 
accuracy results of both datasets by the neural 
network algorithm, HHT1 and HHT3 from urban 
areas showed no difference in the data accuracy 
when ML1 and ML2 were used to create a model. 

The prediction results based on two datasets 
(ML1, ML2) show, on both accuracy and the 
individual match rate, that the NN model 
outperforms the DT model. This is because the DT 
model has problems with estimation processing in 
continuous data; data have to first be grouped into 
ranges manually or automatically by a software 
tool. The selection of the fields may unwittingly 
hide useful patterns. Meanwhile, the NN model 
does not suffer from the estimation algorithm, due 
to the existence of the backpropagation technique,  
though the NN model has an interpretation problem. 
However, considering its higher prediction 
performance, we believe that it has executed value 
more so than the decision trees model. 

16 Comparing the DT with the NN model, Xie, Lu, 
and Parkany (2003) found that the NN provided a 
better representation of the travel mode decision-
making of households and suggested it as more 
appropriate. The comparative evaluation by the NN 
model shows that the two datasets, ML1 and ML2, 
are comparable but the ML1 dataset has slightly 
better prediction capability on the household car 
ownership modeling. These results indicate that 
machine learning has differential explanatory 
variables with weights optimized per attribute, 
which causes slightly different prediction 
capability. 

  
5. CONCLUSION & FUTURE WORK 
 

In conclusion, the machine learning models, the 
decision tree algorithm (DT) and neural network 
algorithm (NN), were applicable for household 
ownership demand prediction, whereas the neural 
network algorithm performs a more accurate 
prediction, based on accuracy, than did the decision 
tree algorithm for all datasets. Nonetheless, when 
comparing both ML1 and ML2 and when the neural 
network algorithm was used for the household car 
ownership modeling, the predicted results based on 
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accuracy did not show any significant differences. 

 
(a) Household type1 (HHT1) data set for ML1 

 
(b) Household type1 (HHT1) data set for ML2 

 
(c) Household type3 (HHT3) data set for ML1 
 

 
(d) Household type3 (HHT3) data set for ML2 
 
Fig.4 Performance measures for ML1 and ML2 in 

two area types by DT and NN algorithms 
 

This research discusses a 2015 data from the 
study on the suitability of the engineering, 
economic, financial, and environmental impacts of 
the 2015 Khon Kaen expressway master plan and 

uses it for creating and testing the performance of 
the machine learning models, using a k-folds cross-
validation method. The data comparison on the 
household car ownership using the decision tree and 
neural network algorithms on these two datasets, 
ML1 and ML2, where ML1 is based on the 
household’s attributes and socio-demographic 
attributes, and ML2 includes the data of ML1 with 
the addition of zone attribute variables, tour 
attribute variables, and accessibility attribute 
variables. As a result, the neural network algorithm 
gives more accurate prediction than the decision 
tree algorithm for both datasets and for all types of 
test areas. When comparing the accuracy of ML1 
and ML2 from the neural network algorithm, it was 
found that after adding more attributes to the key 
variables used for both tour-based and activity-
based models, the overall accuracy was similar. The 
results from the target areas indicate that it is 
unnecessary to use the variables from the tour-based 
or activity-based models preceding the processing 
step of the household car ownership prediction. 

However, the individual match rate from the 
confusion matrix table suggests that some answer 
classes contain a higher individual match rate after 
adding more attributes to the variables used for the 
tour-based and activity-based models. This means 
that despite the similar accuracy, recall or 
individual match rate becomes more accurate. 
Specifically, when the number of data in the class 
of interest is much smaller than the other class. (i.e. 
zero cars) The individual match rate of the total 
dataset has a higher percentage than the original 
66.4%. This finding affirms that the household 
ownership demand prediction is necessary for 
transportation; the machine learning models can 
provide useful information for urban design and 
transportation planning. In this regard, a future 
study may aim to further develop the model with 
higher performance. Indeed, after adding the 
variables with some impacts on the answer class, it 
is necessary to solve the answer class imbalance by 
assigning different weights to each class, or Cost-
Sensitive Learning (CSL). This will be tested to 
make it more possible to suitably improve the data 
prediction method and policy issuance for urban 
transportation planning via the use of machine 
learning models.   
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